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บทคัดยอ 

 การวิจัยในครั ้งนี ้มีวัตถุประสงค์เพื ่อสร้างชุดฝึกการตรวจจับจำนวนชุดชิ้นงานแบบอัตโนมัติบน

สายพานลำเลียงด้วยเทคนิคประมวลผลภาพดิจิทัลด้วยกล้อง โดยใช้โปรแกรม CiRA CORE ในการออกแบบ

และใช้แพลตฟอร์มปัญญาประดิษฐ์ (AI) ในการตรวจจับชิ้นงานรับสัญญาณภาพด้วยกล้อง และทำการทดสอบ

การตรวจจับชิ้นงานโดยมีรูปแบบการตรวจจับทั้งหมด 3 รูปแบบ คือ Bolt, Nut และ Washer จากผลการ

ทดสอบพบว่าในกรณีที่วางชิ้นงานตามปกติ โมเดลสามารถตรวจจับชิ้นงานได้ 100 เปอร์เซ็นต์ แต่ในกรณีที่ 2 

ที่ชิ้นงานวางทับซ้อนกันโมเดลไม่สามารถตรวจจับชิ้นงานได้ 100 เปอร์เซ็นต์ ซึ่งมีความแม่นยำตามจำนวนชุด

ข้อมูลฝึกสอนที่ทำการฝึกสอนหากมีชุดข้อมูลฝึกสอนมากจะทำให้มีความแม่นยำมากข้ึน 

 

คําสําคัญ: ปัญญาประดิษฐ ์ระบบตรวจจับวัตถุ ซีร่าคอร ์

 

Abstract 

 The purposes of this study to develop an automated work piece detection system on 

a conveyor belt using digital image processing techniques with a camera, fulfilling   specific 
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operational conditions. The system design was implemented using the CiRA CORE software, 

and artificial intelligence (AI) was utilized for object detection. The camera captures image 

signals, and the system is tested for detecting three types of work pieces: Bolt, Nut, and Washer 

test results showed that when the work pieces were placed normally, the model achieved a 

100% detection rate. However, in cases where work pieces were stacked or overlapped, the 

model was unable to detect them with 100% accuracy. The detection accuracy is directly 

correlated with the amount of training data; a larger dataset improves the model's precision. 

 

Keywords: Artificial Intelligence (AI), Detection system, CiRA CORE 

 

1. บทนํา   

 ในปัจจุบันกระบวนการผลิตของโรงงานอุตสาหกรรม ไม่ว่าจะเป็นอุตสาหกรรมยานยนต์ อุตสาหกรรม

อาหาร หรืออุตสาหกรรมแปรรูปต่าง ๆ ต่างให้ความสำคัญกับการเพิ ่มประสิทธิภาพและความแม่นยำใน

สายการผลิตมากขึ้น จึงมีการนำเทคโนโลยี การประมวลผลภาพ (Image Processing) และระบบอัตโนมัติเข้า

มาใช้เพื่อช่วยตรวจสอบคุณภาพชิ้นงาน ลดจำนวนบุคลากร ลดข้อผิดพลาดจากความเหนื่อยล้าของมนุษย์ 

รวมถึงช่วยเพิ่มความสม่ำเสมอของผลิตภัณฑ์ อย่างไรก็ตาม ในอดีตการประมวลผลภาพยังเป็นเรื่องที่ยุ่งยาก 

เนื่องจากข้อจำกัดทางเทคโนโลยีด้านความเร็วในการประมวลผลของคอมพิวเตอร์ ไมโครคอนโทรลเลอร์ [1] 

และความสามารถของกล้องดิจิทัล ทำให้การพัฒนาและใช้งานระบบตรวจสอบภาพยังทำได้ยากและมีความ

ซับซ้อนสูง ด้วยพัฒนาการทางเทคโนโลยีระดับโลก โดยเฉพาะปัญญาประดิษฐ์ (Artificial Intelligence: AI) 

[2-4] ที่กลายเป็นปัจจัยสำคัญด้านเศรษฐกิจและการแข่งขันระหว่างประเทศ ทำให้ระบบ AI มีบทบาทอย่าง

กว้างขวางมากขึ ้น [5] ประเทศใดที ่สามารถพัฒนาเทคโนโลยีนี้ได้ด้วยตนเองก็ย่อมมีความได้เปรียบเชิง

ยุทธศาสตร์ และลดการพึ่งพาเทคโนโลยีจากบริษัทต่างชาติ ประเทศไทยได้มีการพัฒนาสาระสำคัญด้าน AI 

อย่างจริงจัง โดยหนึ่งในโครงการที่โดดเด่นคือ CiRA CORE ซึ่งเป็นแพลตฟอร์มปัญญาประดิษฐ์สัญชาติไทย [6-

7] พ ัฒนาโดยความร ่วมม ือระหว ่างสถาบ ันเทคโนโลย ีพระจอมเกล ้ าเจ ้ าค ุณทหารลาดกระบ ั ง 

มหาวิทยาลัยขอนแก่น และมหาวิทยาลัยเทคโนโลยีพระจอมเกล้าพระนครเหนือ หลังจากกระแสการเติบโต

ของ Deep Learning ตั้งแต่ป ี2010 ทำให้ความต้องการใช้งาน AI เพิ่มข้ึนอย่างต่อเนื่อง [8] จนเกิดการพัฒนา

แพลตฟอร์ม CiRA CORE ที่สมบูรณ์และถูกนำไปใช้งานจริงในภาคอุตสาหกรรมแล้วในปัจจุบัน [9-13] 

 ด้วยบริบทดังกล่าวผู้วิจัยจึงได้พัฒนาแนวคิดในการสร้างระบบตรวจสอบชิ้นงานด้วยปัญญาประดิษฐ์บน

แพลตฟอร์ม CiRA CORE เพื ่อใช้เป็นต้นแบบการเรียนรู ้และทดสอบระบบ AI ในงานตรวจสอบชิ ้นงาน

อุตสาหกรรม โดยออกแบบให้ระบบสามารถจำลองการตรวจจับและนับจำนวนชิ้นงานที่เคลื่อนที่บนสายพาน

ลำเลียง จากการรับภาพดิจิทัลด้วยกล้อง [14] จากนั้นประมวลผล [15] เพื่อระบุชิ้นงานและแสดงผลการนับ

ตามต้องการ 
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2. วัตถุประสงคของการวิจัย  

 2.1 เพ่ือสร้างระบบจำลองการตรวจสอบชิ้นงานบนสายพานลำเลียงด้วยโปรแกรม CiRA CORE 

 2.2 เพ่ือทดสอบประสิทธิภาพระบบจำลองการตรวจสอบชิ้นงาน 

 

3. ทฤษฎีเอกสารและงานวิจัยที่เกี่ยวของ  

 ในหัวข้อนี้จะกล่าวถึงกระบวนการตรวจจับชิ ้นงานบนสายพานลำเลียงด้วยเทคนิคการประมวลผลภาพ

ดิจิตอลร่วมกับปัญญาประดิษฐ์มีดังนี ้

 3.1 แพลตฟอร์ม CiRA CORE คือโปรแกรมที่ใช้ร่วมกับระบบตรวจวัดด้วยภาพนั้นมีอยู่หลายรูปแบบ ทั้ง

แบบที่มีโปรแกรมสำเร็จรูปท่ีพัฒนาโดยบริษัทที่ขายระบบวัดด้วยภาพซึ่งมีราคาสูงและแบบโปรแกรมที่สามารถ

พัฒนารูปแบบของการใช้งานได้เองอย่างเช่น โปรแกรมที่มีลิขสิทธิ์ เช่น CiRA CORE และ MATLAB หรือ

โปรแกรมที่ไม่มีลิขสิทธิ์ เช่น Open CV (Open source computer vision), C , Python เป็นต้น โปรแกรม

เหล่านี้สามารถพัฒนาให้เหมาะสมตามลักษณะงานที่ต้องการ แต่ผู้พัฒนาจำเป็นต้องมีความรู้พื้นฐานของแต่ละ

โปรแกรมจึงจะสามารถเขียนใช้งานแต่ละโปรแกรมได้โปรแกรมแต่ละตัวจะมีไรบารีที่มีฟังก์ชันสำหรับการ

วเิคราะห์และมีการสอบเทียบเกี่ยวกับระบบภาพจึงทำให้การใช้งานสะดวกมากยิ่งขึ้น งานวิจัยนี้จะใช้โปรแกรม 

CiRA CORE ในการพัฒนาโปรแกรมใช้งานร่วมกับชุดต้นแบบการตรวจสอบด้วยภาพ โปรแกรมที่ใช้นี้เป็นที่

นิยมใช้ทั้งในอุตสาหกรรม งานวิจัย [10], [13] การเรียนการสอน และโปรแกรมนี้ยังมีฟังก์ชันที่พัฒนา ไว้

สำหรับการพัฒนาโปรแกรมตรวจสอบชิ้นงานด้วยภาพ จึงทำให้การพัฒนาโปรแกรมสะดวก และปรับเปลี่ยน

รูปแบบการวิเคราะห์ได้ง่ายขึ้น 

 3.1.1 CiRA CORE เป็นแพลตฟอร์มปัญญาประดิษฐ์ (AI) [9], [11-12] ที ่เกิดจากการความร่วมมือ

ระหว่างสถาบันเทคโนโลยีพระจอมเกล้าเจ้าคุณทหารลาดกระบังกับมหาวิทยาลัยขอนแก่นและมหาวิทยาลัย

เทคโนโลยีพระจอมเกล้าพระนครเหนือ โดยย้อนกลับไปก่อนหน้านี ้นับตั ้งแต่ปี 2010 เป็นต้นมา Deep 

learning [5], [8] ซึ่งเป็นสาขาของ AI เริ่มได้รับความนิยมมากขึ้น และมีความต้องการใช้ในการพัฒนามีเพิ่ม

มากขึน้อย่างยิ่งยวด การพัฒนา CiRA CORE ในปัจจุบันให้มีประสิทธิภาพและความเสถียรมากพอในการนำไป 

implement ตามความต้องการใช้งานได้ และได้มีการเพิ่มประสิทธิภาพในการประมวลผล ที่จะทำให้สามารถ

เทรน AI ได้เร็วขึ้น โดย CiRA CORE ประกอบไปด้วย 3 ส่วน ได้แก่ Programming engine และส่วนที่ติดต่อ

กับ Hardware ทั ้งหลายซึ ่งจะอยู่ได้ทุกที ่ไม่ว่าจะเป็นสมาร์ทโฟนหรือคอมพิวเตอร์พีซี ซึ ่งสอดคล้องกับ

ผลงานวิจัยของ (ศิริเดช บุญแสง. 2563) ได้พัฒนาแพลตฟอร์มเทคโนโลยีฐานด้านการบูรณาการระบบเพื่องาน

หุ ่นยนต์ระบบอัตโนมัติ และปัญญาประดิษฐ์ สำหรับใช้งานในระบบอุตสาหกรรม 4.0” โดยสำนักงาน

คณะกรรมการส่งเสริมวิทยาศาสตร์ วิจัยและนวัตรรม (สกสว.) จึงมีแนวคิดในการพัฒนาเทคโนโลยี CiRA 

COREปัญญาประดิษฐ์ นำมาช่วยในการลดความเสี่ยงในการแพร่ระบาดของ COVID-19 โดยวิธีนำ CiRA 

CORE มาใช้ร่วมกับกล้องถ่ายวีดีโอที่จับภาพผู้คนในสถานที่ต่าง ๆ โดย CiRA CORE จะทำหน้าที่วิเคราะห์

ปริมาณความหนาแน่นของประชากรที่เข้าไปอยู่ในสถานที่หากไม่มีการเว้นระยะห่างทางสังคมหรือSocial 
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Distancing ระบบCiRA CORE ก็จะสามารถส่งสัญญาณเตือนผ่านแอพลิเคชั่น Line เพื่อแจ้งเตือนให้หลีกเลี่ยง

การเข้าไปในสถานทีเ่สี่ยง [6] 

3.1.2 การประยุกต์ใช้งานปัจจุบัน CiRA CORE เป็นที่นิยมซึ่งจะพบเห็นในระบบอุตสาหกรรมหลาย

แห่งเนื ่องจากการพัฒนาโปรแกรมทำได้ง่าย ไม่ซับซ้อน ทำงานได้ดี มีการประยุกต์ทั ้งใน บริษัทซีเกท 

เทคโนโลยี ประเทศไทย จำกัด บริษัท ซีพีเอฟ จำกัด (มหาชน) และอื่นๆ แมแ้ต่การใช้งานกับ PLC [3] สั่งงาน

ควบคุมสายการผลิต หรือการติดต่อสื่อสารผ่าน Line ก็สามารถใช้งานได ้

 3.2 ปัญญาประดิษฐ์หรือโมเดล AI (Artificial Intelligence Models) [2-3] คืออัลกอริทึมที่ถูกออกแบบมา

เพื่อให้คอมพิวเตอร์สามารถ "เรียนรู้" และ "ทำนาย" จากข้อมูลที่ได้รับ ปัจจุบันมีโมเดล AI หลายประเภทที่ใช้

ในงาน เช่น การประมวลผลภาพ การรู้จำเสียง การทำนายตัวเลข และอื่นๆ โมเดล AI สามารถแบ่งออกเป็น

หลายประเภทตามการใช้งานหรือวิธีการทำงาน 

 3.2.1 ประเภทของโมเดล AI อาทิเช ่นโมเดลการเร ียนรู ้ เช ิงล ึก (Deep Learning Models) ใช ้ 

เครือข่ายประสาทเทียม (Neural Networks) ที่มีแลเยอร์ซ้อนกันหลายชั้นเพื่อเรียนรู้ข้อมูลเชิงซับซ้อน เช่น 

CNN (Convolutional Neural Networks) สำหรับการประมวลผลภาพ หรือ RNN (Recurrent Neural 

Networks) สำหรับการประมวลผลข้อมูลตามลำดับ เช่น ข้อความและเสียง ตัวอย่างโมเดล คือ YOLO (You 

Only Look Once) สำหรับการตรวจจับวัตถุในภาพ โมเดลการเร ียนรู ้ เช ิงล ึกแบบไม่ต้องกำกับดูแล 

(Unsupervised Learning Models) ไม่จำเป็นต้องมีฉลากข้อมูล (label) สำหรับการฝึกโมเดล โมเดลจะ

ค้นหารูปแบบและความเชื่อมโยงในข้อมูลเอง เช่น การจัดกลุ่ม (Clustering) ตัวอย่างโมเดล คือ K-Means 

สำหรับการจัดกลุ่มข้อมูล, Autoencoders สำหรับการลดมิติของข้อมูล เป็นต้น 

 3.2.2 โมเดล YOLO (You only look once) เป็นโมเดลการตรวจจับวัตถุ (object detection) ที่มี

ความเร็วสูงมาก ซึ่งสามารถตรวจจับวัตถุหลายชนิดในภาพพร้อมกันได้ในเวลาเดียวกัน (one pass) โมเดล 

YOLO ใช้สำหรับการตรวจจับวัตถุในภาพหรือวิดีโอ โดยทำการแบ่งพื้นที่ภาพออกเป็นหลายๆ ช่อง (grid) และ

ทำนาย bounding box และคลาสของวัตถุที่อยู่ในแต่ละช่องของภาพ โดยข้อดีของโมเดล YOLO ความเร็วสูง 

YOLO มีประสิทธิภาพสูงมากในด้านความเร็ว เพราะทำการตรวจจับวัตถุในครั้งเดียว โดยไม่ต้องแบ่งภาพหรือ

ประมวลผลหลายรอบ ความสามารถในการตรวจจับหลายวัตถุ YOLO สามารถตรวจจับวัตถุหลายชิ้นในภาพ

เดียวกันได้ ใช้งานง่าย YOLO ถูกพัฒนาให้สามารถใช้งานได้ง่าย มีหลายเวอร์ชันให้เลือกใช้งานตามความ

ต้องการ เช่น YOLOv4, YOLOv5, YOLOv6, YOLOv7, YOLOv8 ซึ่งมุ่งเน้นความเร็วสูงขึ้นและความแม่นยำ

ที่ดีกว่าเดิมโดยเฉพาะในการตรวจจับ real-time และการทำงานบนอุปกรณท่ี์มีทรัพยากรจำกัด 

 3.3 สรุปแนวทางการดำเนินงาน 

 เครื่องตรวจจับชิ้นงานจะมีส่วนประกอบที่สำคัญคือ อุปกรณ์สายพาน มอเตอร์ไฟฟ้า กล้องเว็บแคม 

และ PLC (Programmable Logic Controller) งานวิจัยนี้จะเป็นการพัฒนาระบบตรวจจับชิ้นงานด้วยกล้อง

เว็บแคม เบื้องต้นท่ีจะออกแบบและสร้างชุดต้นแบบระบบตรวจตรวจจับชิ้นงานด้วยกล้องเว็บแคม และพัฒนา

โปรแกรมตรวจตรวจจับชิ้นงานด้วยกล้องเว็บแคมอย่างง่าย เพื่อตรวจสอบว่าชิ้นงานที่กำหนดได้ผ่านการ
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ตรวจจับหรือไม ่ในส่วนโปรแกรม CiRA CORE, Image processing ที่ใช้ในการพัฒนาเครื่องต้นแบบนี้งานวิจัย

นี้ทำขึ้นเพ่ือให้ศึกษาเก่ียวกับโปรแกรม CiRA CORE และ Image processing และใช้เป็นสื่อการเรียนการสอน 

 

4. ขั้นตอนวิธีการดําเนินงานวจิัย  

 ในหัวข้อนี้อธิบายขั้นตอนการออกแบบและสร้างชิ้นงานอย่างละเอียด เริ่มตั้งแต่การกำหนดแนวคิด การ

ออกแบบ การสร้างต้นแบบ การทดสอบ การวิเคราะห์ผลลัพธ์ ไปจนถึงการปรับปรุงแก้ไขจนบรรลุผลตาม

เป้าหมายที่ตั ้งไว้ กรณีที่ผลลัพธ์ไม่เป็นไปตามจุดประสงค์จะมีการอธิบายถึงกระบวนการทดสอบซ้ำเพื่อหา

ผลลัพธ์ที่ต้องการ เพื ่อให้บรรลุวัตถุประสงค์ของการดำเนินงานคณะผู้จัดทำตามขั้นตอนดังนี้ 

 4.1  การศึกษาข้อมูลเบื้องต้น 

 การศึกษาในขั ้นตอนนี้มีว ัตถุประสงค์เพื่อศึกษาข้อมูลเบื ้องต้นที่เกี ่ยวข้องกับการใช้ Image มา

ประยุกต์ใช้งานในการตรวจจับชุดชิ้นงาน ดังนี ้

 4.1.1 ศึกษาการใช้ Image โดยใช้ Image ในการตรวจสอบการนับจำนวนชิ้นงานว่ามีความแม่นยำ 

หรือแตกต่างจากภาพต้นฉบับมากน้อยขนาดไหน การใช้งาน CiRA CORE ในการตรวจสอบความถูกต้องมีดังนี ้

1)  ตรวจสอบความถูกต้องของจำนวนสิ้นค้า 2)  ตรวจสอบจำนวนน๊อตตัวผู้ (Bolt) 3)  ตรวจสอบจำนวนน๊อต

ตัวเมีย (Nut) 4)  ตรวจสอบจำนวนแหวนรอง (Washer) 

 4.1.2 ศึกษารายละเอียดของอุปกรณ์ที่เกี ่ยวข้องกับงาน ดังนี้ 1)  กล ้อง เว ็บแคม ท ี ่ ใช ้ ในการ

ถ ่ายภาพและนำภาพดังกล ่าวไปประมวลผล เพ ื ่อจำแนกระบุช ิ ้นงาน 2)  ระบบสายพานลำเลียง 

เป็นเครื ่องจักรที ่ลำเล ียงชิ ้นงานที ่ถ ูกมาวางบนสายพานลำเลียงสามารถปรับระดับความเร็วของสายพาน

ได้ เพ่ือให้ชิ้นงานเคลื่อนที่ผ่านกล้องตรวจจับ เพ่ือระบุตัวชิ้นงาน 

 4.1.3 คอมพิวเตอร์พร้อมโปรแกรม CiRA CORE จำนวน 1 ชุด 

 4.1.4 การเลือกโมเดล AI หลักให้เหมาะสมกับหน่วยประมวลผลกราฟิก (GPU) Model แนะนำใช้เป็น 

V4 และ V4-tiny 

  V4 คือ YOLO เวอร์ชัน 4 ย่อมาจาก You Only Look Once YOLO เป็นระบบตรวจจับวัตถุ

แบบเรียลไทม์ที่ทันสมัย เป็นระบบจดจำวัตถุแบบเรียลไทม์ที่มามารถจดจำวัตถุหลายชิ้นในเฟรมเดียว 

  YOLOV4-tiny เป็นเวอร์ช ันบีบอัดของ YOLOv4 มีการเสนอตาม YOLOV4 เพ ื ่อทำให้

โครงสร้างเครือข่ายง่ายขึ้นและลดพารามิเตอร์เพื่อให้เป็นไปได้สำหรับการพัฒนาบนอุปกรณ์พกพาและอุปกรณ์

ฝังตัว 

4.2  ข้ันตอนการ Deep Train 

 ในขั้นตอนนี้จะกล่าวถึงการ Deep Train ภาพหรือการนำภาพที่เราต้องการจะให้โปรแกรมหรือ AI 

ตรวจสอบความถูกต้องของภาพที่เราต้องการ เป็นเสมือนกับการที่เรามาบอกกับ AI ให้จดจำสิ่งนี้ไว้แล้วถ้า

ตรวจพบหรือมีสิ่งผิดปกติจะส่งสัญญาณออกมาตัวอย่างดังภาพที่ 1 
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  (ก) Step 1 การเลือก Load Imager   (ข) Step 2 ตรวจสอบภาพที่นำเข้า 

 

   
 

  (ค) Step 3 การครอบจุดที่ต้องการ(Bolt)   (ง) Step 4 การครอบจุดที่ต้องการ(Nut) 

 

       
 

  (จ) Step 5 เลือก Auto Gen    (ฉ) Step 6 เลอืกที่ Training 

 

      
 

 (ช) Step 7 เลือก Avg Loss    (ซ) Step 8 เลอืกไฟล์ที่ได้จากการกดส่งออก 

 

ภาพที่ 1 ขั้นตอนการ Deep Train 
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 4.3  ขั้นตอนการออกแบบ 

  ในขั ้นตอนนี้ผู ้จ ัดทำจะทำการกล้าถึงการออกแบบชุดตรวจจับชิ ้นงานบนสานพานลำเลียง และ

การวางแผนผังของอุปกรณ์ส่วนอื่น ๆ โครงร่างของระบบตรวจจับชุดชิ้นงานบนสายพานลำเลียงด้วยเทคนิค

การ ประมวลผลภาพดิจิตอล (Digital image detection system for work pieces) 

 

                         
   

               

   

 

 

 

 

 

 

 

 
 

ภาพที่ 2 โครงร่างของระบบตรวจจับชุดชิ้นงาน 

 

5. สรุปและอภิปรายผลการวิจัย  

 5.1  ผลการทดลองโมเดลการฝึกสอน 

  ผลการทดลองโดยการเลือกทำการฝึกสอนโมเดลทั้ง 3 โมเดล คือ YOLOV4-Tiny, YOLOV5-Tiny 

และ YOLOV8-S และกำหนดค่าความละเอียดของภาพ 416 Pixel Batch size 32 ซึ่งจากการวิจัยของ CiRA 

CORE Batch size 32 เป็นค่าที่จะทำให้โมเดลมีประสิทธิภาพมากที่สุด ในแต่ล่ะโมเดลจะมีจำนวนภาพอยู่ที ่ 

180 ภาพ 270 ภาพ และ 360 ภาพ หลังจากนั้นนำโมเดลทั ้งหมดมาทดลองการตรวจจับชิ้นงาน เพื่อวัด

ประสิทธภิาพของโมเดล 

(ก) ด้านหน้า (ข) ด้านบน 

(ค) ด้านขวา (ง)  ด้านหลัง 



Journal of Industrial Technology Buriram Rajabhat University 
 

Vol. 7, No. 2, July - December 2025 

[88] 

 

  5.1.1 การทดลองโมเดล YOLOV4-Tiny ในการทดลองจะกำหนดจำนวนภาพที่แตกต่างกันโดยจำนวน

ภาพมี ดังนี้ 1)  180 ภาพ จะมีภาพของ Bolt 60 ภาพ Nut 60 ภาพ และ Washer 60 ภาพ 2)  270 ภาพ จะ

มีภาพของ Bolt 90 ภาพ Nut 90 ภาพ และ Washer 90 ภาพ และ 3)  360 ภาพ จะมีภาพของ Bolt 120 

ภาพ Nut 120 ภาพ และ Washer 120 ภาพ 
 

ตารางที่ 1 การทดลองโมเดล YOLOV4-Tiny 

Model Data set Avg loss Time Iteration 

YOLOV4-Tiny 180 ภาพ 0.01 / 1% 2 ชม. 00 น. 18,950 

YOLOV4-Tiny 270 ภาพ 0.02 / 2% 3 ชม. 30 น. 34,102 

YOLOV4-Tiny 360 ภาพ 0.01 / 1% 3 ชม. 12 น. 29,954 
 

  จากการทดลองโมเดลจะเห็นว่าค่า Average loss มีค่าตั้งแต่ 0.02 ซึ่งสามารถนำโมเดลมาใช้งานได้

จริงและในแต่ล่ะ Data set จะเห็นว่าใช้เวลาในการฝึกสอน (Training) ที่แตกต่างกันซึ่งจะขึ้นอยู่กับจำนวน

รอบในการฝึกสอน 

 ผลการทดลองประสิทธิภาพของโมเดล YOLOV4-Tiny และการแสดงผลการทำนายที่ถูกต้องและ

ผิดพลาดสำหรับแต่ละ class โดยจะแบ่งข้อมูลออกเป็น 4 กลุ่ม คือ 1)  TP (True positives) พบชิ้นงาน มี

ชิ้นงานจริง 2)  FP (False positives) พบชิ้นงาน แต่ไม่มีชิ้นงานจริง 3)  TN (True negatives) ไม่พบชิ้นงาน 

และไม่มีชิ้นงานจริง 4)  FN (False negatives) ไม่พบชิ้นงาน แต่มีชิ้นงานจริง โดยการวัดประสิทธิภาพจะแบ่ง

ออกเป็น 2 กรณี ดังนี้ กรณทีี่ 1 ชิ้นงานวางปกติ กรณีท่ี 2 ชิ้นงานวางทับซ้อนกัน จากการทดลองโมเดลจะเห็น

ว่าความแม่นยำของโมเดล YOLOV4-Tiny ในกรณีที่ชิ้นงานวางปกติจะมีความยำ 100% แต่ในกรณีที่มีชิ้นงาน

วางทับซ้อนกันจากชิ้นงานทั้งหมด 150 ชิ้น พบชิ้นงานที่ถูกต้อง 118 ชิ้น พบชิ้นงานแต่ผิดพลาด 10 ชิ้น และ

ไม่พบชิ้นงาน  22 ชิ้น ซึ่งได้ค่า TP = 79%, FP = 7%, และ FN = 14% และในกรณีที่ 2 ของโมเดล YOLOV4-

Tiny ที่ Data set 360 ภาพ ผลการทดลองของโมเดลมีประสิทธิภาพในการจำแนกชิ้นงานออกมาได้ไม่ดีเท่าใน

กรณีที่ 1 ซึ่งมีประสิทธิภาพขึ้นอยู่กับจำนวน Data set โดยทำการวัดประสิทธิภาพจากกราฟ Normalized 

Confusion Matrix แสดงได้ดังกราฟนี ้

 
ภาพที่ 3 ผลการทดลองโมเดล YOLOV4-Tiny ที่ Dataset 360 ภาพ ในกรณีที ่2 



Journal of Industrial Technology Buriram Rajabhat University 
 

Vol. 7, No. 2, July - December 2025 

[89] 

 

  จากการทดลองของ Normalized Confusion Matrix ซึ่งแสดงสัดส่วนของการทำนายถูกและผิดของ

แต่ละคลาสจากชิ้นงานทั้งในการทดลอง 150 ชิ้น ซึ่งผลของการทำนายคือ Bolt ทำนายถูก 100% (1.00), 

Nut ทำนายถูก 91% (0.91) ทำนายผิดเป ็น Washer 9% (0.09) และ Washer ทำนายถูก 85% (0.85) 

ทำนายผิดเป็น Nut 15% (0.15) 

  5.1.2 การทดลองโมเดล YOLOV5-Tiny ในการทดลองจะกำหนดจำนวนภาพที่แตกต่างกันโดยจำนวน

ภาพมี ดังนี้  1) 180 ภาพ จะมีภาพของ Bolt 60 ภาพ Nut 60 ภาพ และ Washer 60 ภาพ 2)  270 ภาพ จะ

มีภาพของ Bolt 90 ภาพ Nut 90 ภาพและ Washer 90 ภาพ 3)  360 ภาพ จะมีภาพของ Bolt 120 ภาพ 

Nut 120 ภาพ และ Washer 120 ภาพ 

 

ตารางที่ 2 การทดลองโมเดล YOLOV5-Tiny 

Model Data set Avg loss Time Iteration 

YOLOV5-Tiny 180 ภาพ 0.008 / 0.8% 1 ชม. 30 น. 12,623 

YOLOV5-Tiny 270 ภาพ 0.01 / 1% 1 ชม. 08 น. 10,310 

YOLOV5-Tiny 360 ภาพ 0.01 / 1% 1 ชม. 54 น. 13,599 

 

  จากการทดลองโมเดลจะเห็นว่าค่า Average loss มีค่าตั้งแต่ 0.02 ซึ่งสามารถนำโมเดลมาใช้งานได้

จริงและในแต่ล่ะ Data set จะเห็นว่าใช้เวลาในการฝึกสอน (Training) ที่แตกต่างกันซึ่งจะขึ้นอยู่กับจำนวน

รอบในการฝึกสอน 

 ผลการทดลองประสิทธิภาพของโมเดล YOLOV5-Tiny และการแสดงผลการทำนายที่ถูกต้องและ

ผิดพลาดสำหรับแต่ละ class โดยจะแบ่งข้อมูลออกเป็น 4 กลุ่ม คือ 1)  TP (True positives) พบชิ้นงาน มี

ชิ้นงานจริง 2)  FP (False positives) พบชิ้นงาน แต่ไม่มีชิ้นงานจริง 3)  TN (True negatives) ไม่พบชิ้นงาน 

และไม่มีชิ้นงานจริง 4)  FN (False negatives) ไม่พบชิ้นงาน แต่มีชิ้นงานจริง โดยการวัดประสิทธิภาพจะแบ่ง

ออกเป็น 2 กรณี ดังนี้ กรณีที่ 1 ชิ้นงานวางปกติ กรณีที่ 2 ชิ้นงานวางทับซ้อนกัน ผลจากการทดลองโมเดลจะ

เห็นว่าความแม่นยำของโมเดล YOLOV5-Tiny ในกรณีที่ชิ ้นงานวางปกติจะมีความยำ 100% แต่ในกรณีที่มี

ชิ้นงานวางทับซ้อนกันจากชิ้นงานทั้งหมด 150 ชิ้น พบชิ้นงานที่ถูกต้อง 128 ชิ้น พบชิ้นงานแต่ผิดพลาด 2 ชิ้น 

และไม่พบชิ ้นงาน  20 ชิ ้น ซึ่งได้ค่า TP = 85%, FP = 1%, และ FN = 14% และในกรณีที ่ 2 ของโมเดล 

YOLOV5-Tiny ที่ Data set 360 ภาพ ผลการทดลองของโมเดลมีประสิทธิภาพในการจำแนกชิ้นงานออกมาได้

ไม่ดีเท่าในกรณีที่ 1 ซึ่งมีประสิทธิภาพขึ้นอยู่กับจำนวน Data set โดยทำการวัดประสิทธิภาพจากกราฟ 

Normalized Confusion Matrix แสดงได้ดังกราฟนี ้
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ภาพที่ 4 ผลการทดลองโมเดล YOLOV5-Tiny ที่ Dataset 360 ภาพ ในกรณีที่ 2 

 

  จากการทดลองของ Normalized Confusion Matrix ซึ่งแสดงสัดส่วนของการทำนายถูกและผิดของ

แต่ละคลาสจากชิ ้นงานทั ้งในการทดลอง 150 ชิ้น ซึ่งผลของการทำนายคือ Bolt ทำนายถูก 96% (0.96) 

ทำนายผิดเป็น Washer 4% (0.04), Nut ทำนายถูก 100% (1.00) และ Washer ทำนายถูก 100% (1.00) 

 5.1.3 การทดลองโมเดล YOLOV8-S ในการทดลองจะกำหนดจำนวนภาพที่แตกต่างกันโดยจำนวน

ภาพมี ดังนี้ 1) 180 ภาพ จะมีภาพของ Bolt 60 ภาพ Nut 60 ภาพและ Washer 60 ภาพ 2)  270 ภาพ จะ

มีภาพของ Bolt 90 ภาพ Nut 90 ภาพและ Washer 90 ภาพ และ 3) 360 ภาพ จะมีภาพของ Bolt 120 

ภาพ Nut 120 ภาพ และ Washer 120 ภาพ 

 

ตารางที่ 3 การทดลองโมเดล YOLOV8-S 

Model Datasets Avg loss Time Iteration 

YOLOV8-S 180 ภาพ 0.02 / 2% 2 ชม. 05 น. 11,717 

YOLOV8-S 270 ภาพ 0.02 / 2% 3 ชม. 02 น. 15,638 

YOLOV8-S 360 ภาพ 0.02 / 2% 4 ชม. 12 น. 23,394 

 

  จากการทดลองโมเดลจะเห็นว่าค่า Average loss มีค่าตั้งแต่ 0.02 ซึ่งสามารถนำโมเดลมาใช้งานได้

จริงและในแต่ล่ะ Data set จะเห็นว่าใช้เวลาในการฝึกสอน (Training) ที่แตกต่างกันซึ่งจะขึ้นอยู่กับจำนวน

รอบในการฝึกสอน 

  ผลการทดลองประสิทธิภาพของโมเดล YOLOV5-Tiny และการแสดงผลการทำนายที ่ถูกต้องและ

ผิดพลาดสำหรับแต่ละ class โดยจะแบ่งข้อมูลออกเป็น 4 กลุ่ม คือ 1)  TP (True positives) พบชิ้นงาน มี

ชิ้นงานจริง 2)  FP (False positives) พบชิ้นงาน แต่ไม่มีชิ้นงานจริง 3)  TN (True negatives) ไม่พบชิ้นงาน 

และไม่มชีิ้นงานจริง 4)  FN (False negatives) ไม่พบชิ้นงาน แต่มีชิ้นงานจริง โดยการวัดประสิทธิภาพจะแบ่ง

ออกเป็น 2 กรณี ดังนี้ กรณีที่ 1 ชิ้นงานวางปกติ กรณีที่ 2 ชิ้นงานวางทับซ้อนกัน ผลจากการทดลองโมเดลจะ
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เห็นว่าความแม่นยำของโมเดล YOLOV8-S ในกรณีที่ชิ้นงานวางปกติจะมีความยำ 100% แต่ในกรณีที่มีชิ้นงาน

วางทับซ้อนกันจากชิ้นงานทั้งหมด 150 ชิ้น พบชิ้นงานที่ถูกต้อง 132 ชิ้น และไม่พบชิ้นงาน 18 ชิ้น ซึ่งได้ค่า 

TP = 88% และ FN = 12% และในกรณีที่ 2 ของโมเดล YOLOV8-S ที่ Data set 360 ภาพ ผลการทดลอง

ของโมเดลมีประสิทธิภาพในการจำแนกชิ้นงานออกมาได้ไม่ดีเท่าในกรณีที่ 1 ซึ่งมีประสิทธิภาพขึ ้นอยู่กับ

จำนวน Data set โดยทำการวัดประสิทธิภาพจากกราฟ Normalized Confusion Matrix แสดงได้ดังกราฟนี ้

 

 
 

ภาพที่ 5 ผลการทดลองโมเดล YOLOV5-Tiny ที่ Dataset 360 ภาพ ในกรณีที่ 2 

 

  จากการทดลองของ Normalized Confusion Matrix ซึ่งแสดงสัดส่วนของการทำนายถูกและผิดของ

แต่ละคลาสจากชิ้นงานทั้งในการทดลอง 150 ชิ้น ซึ ่งผลของการทำนายคือ Bolt ทำนายถูก 100% (1.00), 

Nut ทำนายถูก 100% (1.00) และ Washer ทำนายถูก 100% (1.00) 

 ดังนั้นจากการทดลองในกรณีที ่1 จะเห็นว่าเปอร์เซ็นต์ความผดิพลาดของโมเดล YOLOV4-Tiny, YOLOV5-

Tiny, YOLOV8-S มีค่าเท่ากับ 0 แสดงว่าในกรณีที่มีชิ้นงานวางปกติโมเดลทั้งหมดสามรถตรวจจับชิ้นงานได้

อย่างมีประสิทธิภาพและแม่นยำ 

 การทดลองในกรณีที่ 2 ที่ชิ้นงานวางทับซ้อนกันของโมเดล YOLOV4-Tiny, YOLOV5-Tiny, YOLOV8-S 

ไม่สามารถตรวจจับชิ้นได้ถูกต้อง 100% สามารถพิจารณาผลประสิทธิภาพของโมเดลดังกราฟตามภาพที่ 6 

แสดงความแม่นยำของโมเดล YOLOV4-Tiny, YOLOV5-Tiny และ YOLOV8-S ที่ Data set 180 ภาพ 270 

ภาพ และ360 ภาพ จะเห็นว่าความแม่นยำหรือประสิทธิภาพของโมเดลข้ึนอยู่กับจำนวน Data set ที่ใช้ในการ 

Train โมเดล และขึ้นอยู่กับเวอร์ชันของโมเดลด้วย หากโมเดลมีเวอร์ชันที่ใหม่กว่าก็จะมีประสิทธิภาพในการ

ตรวจจับชิ้นงานที่มากกว่า โมเดลที่มีประสิทธิภาพมากที่สุดจากการทดลอง คือ YOLOV8-S ที่ Data set 360 

ภาพ หลังจากนั้นจะนำโมเดลไปใช้ในการตรวจจับชิ้นงาน 
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ภาพที ่6 เปรียบเทียบประสิทธิภาพของโมเดล 

 

6. สรุปผลการวิจัย  

 บทความวิจัยนี้ได้นำเสนอการออกแบบและพัฒนาระบบตรวจสอบชิ้นงานด้วยหลักการปัญญาประดิษฐ์บน

แพลตฟอร์ม CiRA CORE โดยใช้ programmable logic controller (PLC) ในการควบคุมการทำงานและใช้

แพลตฟอร์ม CiRA CORE ในการออกแบบควบคุมเพื่อทำการทดลอง โดยใช้กล้อง Webcam ในการจับภาพ

ประมวลผลส่งออกไปที่โปรแกรม เพื่อตรวจสอบเงื่อนไขการจำแนกของชิ้นงาน ในการทดลองเพื่อทดลองความ

แม่นยำของโมเดล YOLOV4-Tiny, YOLOV5-Tiny, YOLOV8-S ซึ่งแต่ละโมเดลจะมี Data set อยู่ 3 แบบคือ 

180 ภาพ 270 ภาพและ 360 ภาพ โดยใช้ภาพในการทดลอง 50 ภาพ 100 ภาพและ 150 ภาพตามลำดับของ 

Data set โดยผลการทดลองในกรณีที่ 1 ที่ชิ ้นงานวางตามปกติของทุกโมเดลและ Data set ผลคือโมเดล

สามารถตรวจจับชิ้นงานได้แม่นยำ 100% แต่ในกรณีที่ 2 ที่มีชิ้นงานวางทับซ้อนกันของโมเดล YOLOV4-Tiny 

ผลการทดลองคือที่ Data set 180 ภาพมีความแม่นยำของโมเดลอยู่ที่ 70% ซึ่งเป็นค่าที ่น้อยที่สุดของทุก

โมเดล ผลการทดลองของ Data set 270 ภาพมีความแม่นยำอยู่ที่ 75% และที่ Data set 360 ภาพมีความ

แม่นยำอยู่ที่ 79% ซึ ่งเป็นค่าที่มากที่สุดของโมเดล YOLOV4-Tiny ผลการทดลองในกรณีที ่  2 ของโมเดล 

YOLOV5-Tiny ที่ Data set 180 ภาพมีความแม่นยำอยู่ที ่ 84% ผลการทดลองของ Data set 270 ภาพมี

ความแม่นยำอยู่ที่ 87% และที่ Data set 360 ภาพมีความแม่นยำอยู่ที่ 87% ซึ่งมีความแม่นยำเท่ากับ Data 

set 270 ภาพ จากการทดลองจะเห็นว่าโมเดล YOLOV5-Tiny มีความแม่นยำมากกว่าโมเดล YOLOV4-Tiny 

ทุก Data set และผลการทดลองในกรณทีี ่2 ของโมเดล YOLOV8-S ที่ Data set 180 ภาพมีความแม่นยำอยู่

ที่ 86% ผลการทดลองของ Data set 270 ภาพมีความแม่นยำอยู่ที่ 87% และที่ Data set 360 ภาพมีความ

แม่นยำอยู่ที ่88% ซึ่งเป็นค่าความแม่นยำที่มากที่สุดของทุกโมเดล 
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 สรุปผลการทดลองโมเดลทั้งหมด แสดงให้เห็นประสิทธิภาพของโมเดลซึ่งโมเดลที่มีความแม่นยำน้อยที่สุด

คือ YOLOV4-Tiny และโมเดลที่มีความแม่นยำมากที่สุดคือ YOLOV8-S โดยความแม่นยำ ของโมเดลขึ้นอยู่กับ

จำนวน Data set หากมี Data set ที่มากจะทำให้โมเดลมีความแม่นยำที่มากขึ้นด้วยหลังจากที่ได้โมเดลที่ดี

ที่สุด นำโมเดลมาใช้ในการตรวจจับชุดชิ้นงายของระบบการทำงานท่ีได้สร้างเงื่อนไขการทำงานไว้ที่แพลตฟอร์ม 

CiRA CORE 
 

7. ขอเสนอแนะ 

 7.1 ปัญหาที่พบในการทดลองและแนวทางในการแก้ปัญหา 

  7.1.1 เซนเซอร์ในการตรวจจับพาเลสใส่ชุดชิ้นงานมีความแม่นยำต่ำจึงทำให้สายพานไม่หยุดตามในจุด

ที่กำหนดส่งผลให้กล้อง Webcam ตรวจจับชิ้นงานยังไม่มีประสิทธิภาพ 

  7.1.2 โปรแกรม CiRA CORE มีการรับสัญญาณ Input จาก PLC ที่ดีเลย์ส่งผลให้การตรวจจับชิ้นงาน

มีความช้า 

  7.1.3 การส่งสัญญาณ Output ของโปรแกรม CiRA CORE มีการดีเลย์เช่นเดียวกับการรับสัญญาณ 

Input ทำให้การสั่งการทำงานช้าลง 

 7.2 การนำไปใช้ประโยชน์และแนวทางการประยุกต์หรือพัฒนาต่อยอด 

  7.2.1 เพ่ิมแบบของชิ้นงานในการตรวจจับชิ้นงาน 

  7.2.2 เพ่ิมโมเดลในการตรวจจับชิ้นงานให้มีประสิทธิภาพมากยิ่งข้ึน 
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