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mySentence: Sentence Segmentation for Myanmar Language
using Neural Machine Translation Approach

Thura Aung, Ye Kyaw Thu, and Zar Zar Hlaing

Abstract— A sentence is an independent unit which is a string of complete words containing valuable
information of the text. In informal Myanmar Language, for which most of NLP applications like
Automatic Speech Recognition (ASR) are used, there is no predefined rule to mark the end of sentence.
In this paper, we contributed the first corpus for Myanmar Sentence Segmentation and proposed the
first systematic study with Machine Learning based Sequence Tagging as baseline and Neural Machine
Translation approach. Before conducting the experiments, we prepared two types of data - one containing
only sentences and the other containing both sentences and paragraphs. We trained each model on both
types of data and evaluated the results on both types of test data. The accuracies were measured in terms
of Bilingual Evaluation Understudy (BLEU) and character n-gram F-score (CHRF ") scores. Word Error
Rate (WER) was also used for the detailed study of error analysis. The experimental results show that
Sequence-to-Sequence architecture based Neural Machine Translation approach with the best BLEU
score (99.78), which is trained on both sentence-level and paragraph-level data, achieved better CHRF**

scores (+18.4) and (416.7) than best results of such machine learning models on both test data.

Index Terms—Sentence segmentation, Neural machine translation, Sequence Tagging

I. INTRODUCTION

ENTENCE Segmentation can be defined as the task

of segmenting text into sentences which is an indepen-
dent unit and is grammatically linked words. Like other
languages, Myanmar language has two types of sentences
- formal and informal.

In the formal Myanmar language, sentences are gram-
matically correct and typically end with a pote-ma (“i”).
Informal language is more frequently used in daily con-
versations with others due to its easy flow. Although the
grammar used in informal communication in the Myanmar
language may not be perfect, people can understand where
a sentence ends. Additionally, there are no predefined rules
to identify the ending of sentences in informal usages, thus
a machine cannot understand itself. Therefore, in some of
the applications based on conversations, i.e., Automatic
Speech Recognition (ASR), Speech Synthesis or Text-to-
Speech (TTS), and chatbots, sentence segmentation is
needed to identify the boundaries.

To address this problem, we proposed a Neural Machine
Translation (NMT) based sentence segmentation system.
Like other NMT systems, for example, Myanmar-Rakhine
neural machine translation [}, our approach is translating
one sequence to another using deep learning algorithms.
In this paper, we chose to use both Sequence-to-Sequence
[2] and Transformer [3] architectures which has achieved
state-of-the-art quality and efficiency for machine transla-
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tion and, for supervised machine learning approach, Con-
ditional Random Fields (CRFs), Hidden Markov Model
(HMM), Ripple Down Rules based (RDR) were used in
the experiments.

II. RELATED WORKS

Most Myanmar text segmentation systems use sequence
tagging approaches, in which each unit is labeled, and
the pairs of unit and label are trained using a supervised
learning algorithm. With this approach, Win Pa Pa et
al. [4] examined the effectiveness of CRFs for Myanmar
word segmentation. Furthermore, there are additional text
segmentation approaches for the Myanmar language. Ye
Kyaw Thu et al. [§] proposed seven different word seg-
mentation schemes for statistical machine translation sys-
tems. However, there were no methodological studies for
Sentence Segmentation in informal Myanmar Language.

Previous researchers have worked on sentence segmen-
tation problem by using Rule-based approaches (e.g., Lin-
gua::EN::Sentence [f], which is a perl module for English
Sentence Segmentation) and Machine Learning based se-
quence tagging approaches like CRF [[]] and HMM [g].
Sadvilkar et al. also introduced multilingual rule-based
sentence segmentation tool called PySBD [9] in which
Myanmar Sentence Segmentation is available but it is only
useful for formal usages because sentence segmentation is
based on the sentence delimiter “i” pote-ma, which is not
used in informal communications.

In this paper, for Myanmar Sentence Segmentation,
we did experiments not only from a sequence tagging
approach but also from a machine translation perspec-
tive. For machine translation approach, we converted
Myanmar-tagged data into a parallel corpus containing
two parallel sequences of words and tags. Similar to
Sequence-to-Sequence translation systems, every word se-
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quence contained in the parallel corpus is the source, and
the targets are the respective tag sequences.

In our study, we used Linear-chain CRFs, HMM, and
RDR for Machine Learning (ML) based sequence tagging
approach and, for Neural Machine Translation (NMT),
Long Short-Term Memory (LSTM) based Sequence-to-
Sequence architecture and Transformer architectures were
used.

III. CorPUS DEVELOPMENT

This section describes the information of mySentence
tagged corpus, as well as an overview of word segmentation
and tagged data annotation.

A. Corpus Information

Myanmar NLP researchers are facing many difficulties
arising from the lack of resources; in particular parallel
corpora are scarce [10]. For this reason, we annotated
text data manually with mySentence tag information. The
myPOS corpus version 3.0 contributed by Zar Zar Hlaing
et al. [11] consists of 43,196 meaningful word sequences
written in formal and informal formats from various do-
main areas and the whole corpus has already been word-
segmented manually. But not all sequences are used for the
experiments as sequences with only one word are ignored
except for interjections.

We also collected Myanmar sentences and paragraphs
from different online resources such as Facebook and
Wikipedia and from the short stories available on
Facebook pages [14] [L5].

TABLE I
DATA RESOURCES OF THE CORPUS

Data Resources sentence | paragraph

myPOS ver3.0 [12] 40,191 2,917
Covid-19 Q&A [13] 1,000 1,350

Shared By Louis Augustine Page [14] 547 1,885
Maung Zi’s Tales Page [[15] 2,516 581
Wikipedia 2,780 1,060

Others 93 672

Total 47,127 8,465

Table ﬂ shows resources of data collected to use for
building mySentence Corpus for Sentence Segmentation.

B. Word Segmentation

In the Myanmar language, spaces are used only to
segment phrases for easier reading. There are no clear rules
for using spaces in the Myanmar language. The myPOS
version 3.0 corpus has been already word-segmented man-
ually. We used myWord word segmentation tool [16] to
do word segmentation on our manually collected extended
data and checked word segmentation results manually. We
applied the word segmentation rules proposed by Ye Kyaw
Thu et al. in myPOS [11] corpus.

The segmented example for the Myanmar sentence
(How do you feel ?) is shown as follows:
Unsegmented sentence : 2¢9p:on050390:603
Word segmented sentence : eécﬂoz|mu5c$|é®oz|q|cﬁ

C. Corpus Annotation

After word segmentation, we annotated the word
sequences in the corpus into a tagged sequence of words.
Each token within the sentence is tagged with one of the
four tags: B (Begin), O (Other), N (Next), and E (End).
The beginning word which is on the left of the sentence
in Myanmar language is tagged B and the ending word
of each sentence is tagged E. The three words left to
the ending words are tagged N while other words in
the sentence are tagged O. The tagging process was
done manually for both sentences and paragraphs in the
dataset.

TABLE 11
STATISTICS OF TAGS IN THE DATASET
Tag | Frequency | Proportion
B 47,264 7.24%
E 48,690 7.33%
N 137,592 20.46%
o 436,942 64.97%

Table @ shows the statistics of mySentence tags in the
corpus. The tagged example Burmese sentence, (It is my
car) is shown as follows:

C C
Untagged sentence : MJ$607 0% ol
Tagged sentence : (ngq%eoo:S/B om:/N Ol/E

If there are more than two /E tags in a sequence, it
is considered to be a paragraph. The tagged example
Burmese paragraph, (I am bored. I have nothing to do)
is shown as follows:

Untagged paragraph : m$eos gié: oo [0 09 0 coad: v
aged paragraph : ogge0n qié: oo [§ 9 ¢ copd: o

®€P ° ﬂ ORG ¢ C C 2

Tagged paragraph : og3602/B qjc:/N c»/N @/E o»/B

©/0 mé:/o 0{38/0 osp/N o/N %/N o:/E

IV. METHODOLOGY

In this section, we describe the methodologies used in
our paper. Since the Myanmar language is a low-resource
language and there is no other available open-source
dataset, our mySentence corpus has been created for the
sentence segmentation task. In order to compare the per-
formances of the traditional machine learning models and
the neural network-based techniques, we used two different
approaches - supervised Machine Learning (ML) based
sequence tagging and Neural Machine Translation (NMT)
for the experiments. We also would like to study the
performance differences between two different approaches,
i.e, sequence tagging and machine translation.
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A. Machine Learning based Sequence Tagging approach

For ML based Sequence Tagging approach, as the base-
lines, we used Linear-chain CRFs [17], HMM [L§] [19] and
RDR [20] [21] models.

e Linear-chain CRFs are principled probabilistic fi-
nite state models, which consider dependencies among
the predicted segmentation tags that are inherent in
the state transitions of finite state sequence models,
on which exact inference over sequences can be effi-
ciently performed. Domain knowledge can be incor-
porated effectively into segmentation.

e« HMM is a probabilistic sequence model: given a
sequence of words, which computes a probability dis-
tribution over possible sequences of labels and chooses
the best label sequence for tagging. In our experi-
ment, HMM for sequence tagging, the observation is
a sequence of words and is associated with a state
sequence of mySentence tags.

« RDR is a approach of building knowledge-based sys-
tem using transformation based learning. It automat-
ically reconstructs transformation rules in the form
of Single Classification Ripple Down Rules (SCRDR)
tree [22] tree. Figure [I| describes a binary tree of Single
Classification Ripple Down Rules.

B. Neural Machine Translation approach

For NMT approach, we used Sequence-to-Sequence [2]
and Transformer [3] architectures, which are state-of-the-
art in neural machine translation models.

e Sequence-to-Sequence model consists of two mod-
els, i.e., the encoder and decoder. Both encoder and
decoder are recurrent neural networks (RNNs). RNN
architectures, which keep the relationships of every
data point within a sequence throughout the time
axis, are particularly used for sequence data. In
our experiments, we used LSTM-based Sequence-to-
Sequence encoder-decoder architecture. The encoder
model transforms an encoding form, from the input
sequence to extract the key features related to the
machine translation task, as the context vector. The
decoder generates the desired output_sequence from
the encoded input sequence. Figure P shows how a
Myanmar word sequence - “ogj.%@oog (\E(S o © ?
o2:” (“I have nothing to do” in English.) was trans-
lated into mySentence tags - “B O N N N E” using
Sequence-to-Sequence architecture.

o Transformer model is based on the attention mech-
anism and feed-forward artificial neural network that
includes encoder and decoder models. These encoder
and decoder models consist of positional encoding,
multi-head attention, and feed-forward neural net-
works. In the encoder, there are two sub-layers in
each stack of the N layers. The initial sub-layer is a
multi-head self-attention layer that is responsible for
encoding the relevant parts of the source sequence at
each translation. Positional encoding is also included
in the Transformer model to encode the source word

embeddings to know the word-order position in a
sentence. The decoder similarly has a stack of N
layers, but unlike the encoder, it has an extra sub-
layer for executing attention over the encoder output.
Figure B illustrates the architecture used to train the
transformer model.

V. EXPERIMENTS

A. Ezperimental Setup

TABLE III
DATASET SPLIT FOR EXPERIMENTS
sent | sent+para
training 40,000 47,000
development 2,414 3,079
test 4,712 5,512

From the mySentence corpus, as shown in Figure H, we
prepared two types of data - one containing sentence-only
data and the other with sentence+paragraph data, to train
ML models and NMT models. And we split both types of
data into training, development and test data as shown in
TABLE . Here, “sent” is the abbreviation for sentence-
level data and “para” for paragraph-level data.

ML models and NMT were trained on both sentence-
only and sentence+paragraph-level. For the evaluation,
the models were tested on both sentence-only test data
and sentence+paragraph-level test data.

Before the dataset splitting, the format of mySentence
tagged datasets were converted at first. For training the
CRFs model, to be able to use the software, the datasets
were converted into word-tag pair columns. For the NMT
approach, the tagged datasets were formatted and aligned
into parallel data, one containing word-sequences and an-
other one containing tag-sequences for word-to-tag trans-
lation.

B. Software

The following open source software and frameworks were
used for the experiments of both machine learning and
machine translation approaches:

o CRFSuite (Version 0.12) [23] is an open source
tool (https://github.com/chokkan/crfsuite) for train-
ing and testing CRFs models. This tool was chosen
because of its speed compared to other CRFs toolkits.

« Jitar [24] (Version 0.3.3) is a simple sequence labeling
tool based on trigram Hidden Markov Model (HMM).
The idea was first introduced by Thorsten Brants et
al. [25].

o Marian [26] framework was used for the machine
translation experiments. It is a popular self-contained
machine translation toolkit focusing on efficiency for
research and development. In our experiments, two
Sequence-to-Sequence and two Transformer models
were built for word-to-tag translation.
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Exceptions ~
Rule 1: Rule 3 :
£ Rule 0: If object.prevWord2 == "o & If object.word == "na%soog" &
p=:l If True then ... object.word == "F%J%GO’TS" then except object.nextWord2 == "d" then
object.conclusion = "B" object.conclusion = "N"
lifnot
Rule 2 :
If object.prevWordl == "om" &
object.word == "q|" then
object.conclusion = "E"
! lifnot
Rule 4 : Rule 5:
if object.prevWord1 == "sogﬂ" & | except | If object.nextTagl == "O" &
object.word == "onud" then object.nextTag2 == "N" then
object.conclusion = "E" object.conclusion = "N"

Fig. 1: A binary tree of Single Classification Ripple Down Rules
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Fig. 2: Example of Sequence-to-Sequence model [E] for Neural Machine Translation based sentence segmentation

TABLE IV
HYPERPAMETERS FOR NMT MODELS

Hyperparameter | Sequence-to-Sequence | Transformer

Maximum length 200 200

Minibatch 64 1000

Early stopping 10 10

Dropout rate 0.3 0.3

C. Training

ML Dbased sequence tagging (baseline) models
were trained on both sentence-level only and

sentence+paragraph-level tagged data with the default

settings in the respective software.

NMT models were also trained on both sentence-level
only and sentence-+paragraph-level parallel data. The hy-
perparameters in TableE were used to train Sequence-
to-Sequence and Transformer models on one “NVIDIA
GeForce” GPU with “CUDA” version 11.7.

D. Evaluation

Trained models were tested on both sentence-level test
data and sentence+paragraph-level test data. We use three
criteria - two to measure the evaluation of experimental
results and Word Error Rate (WER) [@] to calculate
the rate of error for error analysis. Character n-gram F-
score (CHRFTT) scores [28] [29] for accuracy and Bilingual
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Evaluation Understudy (BLEU) [B0] for the adequacy of
the translation were used for evaluation of the results.

cHRF has calculated the F-score of the machine-
translated output with respect to the reference translation
(target) based on character n-gram, The general formula
for calculating cHRF score is as Eq.[l\:

CHRP.CHRR ) (1)
B.CHRP+ CHRR

where CHRP and CHRR stand for character n-gram
precision and recall arithmetically averaged over all n-
grams.

BLEU score measures the n-gram precision with respect
to the comparison of hypothesis and reference files. The
higher BLEU score means the better the translation model
is. BLEU score can be calculated by the following Eq. E:

CHRFz = (1+ B%)(

BLEU,, = BP H(precision) (2)
i=1

where BP is brevity-penalty and is calculated as Eq. E:

—_—— 3
" reference 1ength) 3)

Word Error Rate (WER) is the percentage of words,
which are to be inserted, deleted or substituted to convert
the hypothesis translation of the source to the reference
translation (target) of it. WER can be computed using
this Eq. {:

tput 1 th
BP = min(1, =1 18

(I+th)xm0 @

where I, D, S and C refers to the number of insertions,
deletions, substitutions and correct words respectively. N
refers to the number of words in the reference translation
(target), which can be calculated as follows:

WER =

N=S+D+C (5)

VI. RESULT AND DISCUSSION

In this section, we describe and discuss the evaluation
results of the experiments for both baselines and neural
machine translation approach and an overview of error
analysis in detail.

A. FEwvaluation Results

The cuHrF and BLEU score results both for ML based
Tagging experiments with CRFs, HMM, RDR and for
NMT experiments with Sequence-to-Sequence and Trans-
former models, trained either on sentence only or on both
sentence and paragraph level data are shown in TABLE

, V1, m and respectively. sent stands for sentence-
only and sent+para stands for sentence+paragraph-level.

Each sent and sent+para model for both baseline and
NMT approach is tested on sentence-only test data as well
as sentence+paragraph-level test data. Using each type of
test data, the models in each approach are compared with

TABLE V
EXPERIMENTAL RESULTS OF SENT-LEVEL MODELS IN
TERMS OF cHRF+T SCORES

Approach models sent | sent+para
sent-CRF 76.23 74.57
Baseline sent-HMM 74.33 73.54
sent-RDR | 76.48 74.68
NMT sent-s2s 94.79 90.46
sent-T 79.93 72.65

TABLE VI

EXPERIMENTAL RESULTS OF SENT+PARA-LEVEL
MODELS IN TERMS OF cHRFTT SCORES

Approach models sent | sent+{para
sent+para-CRF 75.34 76.01

Baseline sent+para- HMM 74.31 74.89
sent+para-RDR | 75.91 75.83

NMT sent+para-s2s 94.31 92.71
sent+para-T 93.56 87.16

one another in the same approach. Bold numbers indicate
the highest scores in each comparison.

Base on the results from TABLE M and @, “sent-RDR”
with 76.48 on sentence-only test data and “sent+para-
CRF” with 76.01 on sentence-+paragraph-level test data
have highest cHRF scores compared to other ML based
Sequence Tagging (baseline) models. However, to compare
the baseline approach with NMT approach, “sent-s2s”
with 94.79 on sentence-only test data and “sent+para-s2s”
with 92.71 on sentence+paragraph-level test data have
highest cHRF scores for each test data.

TABLE VII
EXPERIMENTAL RESULTS OF SENT-LEVEL MODELS IN
TERMS OF BLEU SCORES

Approach models sent | sent+para
sent-CRF 88.33 84.76
Baseline sent-HMM 88.41 85.77
sent-RDR 88.49 84.71
NMT sent-s2s 99.78 90.93
sent-T 65.09 42.49

TABLE VIII

EXPERIMENTAL RESULTS OF SENT-+PARA-LEVEL
MODELS IN TERMS OF BLEU SCORES

Approach models sent | sent4para
sent+para-CRF 88.00 87.90

Baseline sent+para-HMM | 88.23 88.24
sent+para-RDR 88.21 87.16

NMT sent-+para-s2s 99.38 94.21
sent+para-T 95.67 69.88

Looking at the results in the TABLE and , for
baseline models, “sent-RDR” on sentence-only test data
and “sent+para-HMM?” on sentence+paragraph-level test
data has higher BLEU scores of 88.49 and 88.24 than other



JOURNAL OF INTELLIGENT INFORMATICS AND SMART TECHNOLOGY, VOL. 9, OCTOBER 2023 7

ML models. For the NMT approach, “sent-s2s” with 99.38
on sentence-only test data and “sent+para-s2s” with 94.21
on sentence+paragraph-level test data have the highest
result compared to other models.

From the machine translation perspective, BLEU
scores of both Sequence-to-Sequence models (sent-s2s and
sent+para-s2s) are high meaning that the adequacy of
Sequence-to-Sequence models are good. But Transformer
models (sent-T and sent+para-T) have lower BLEU
scores than Sequence-to-Sequence models and even lower
than baseline machine learning models while testing on
sentence+paragraph-level test data. With more training
data and hyperparameter tuning, we believe that the
performances of Transformer models will be improved
since we used a batch size of 1,000 for the transformer
models because of our training hardware resources. Ali
Araabi et al. [B1] discussed optimizing Transformers for
low-resource neural machine translation and showed that
with the appropriate settings, model performance can be
increased substantially.

After testing on both sentence-only test data and
sentence+paragraph-level test data, although the dif-
ferences of cHrRF and BLEU scores between each ML
model are small, it is clear that the proposed word-to-tag
NMT approach with Sequence-to-Sequence architectures
achieved significantly better scores than the best ML
models.

B. Error Analysis

The SCLITE (score speech recognition system output)
program from the NIST scoring toolkit (Version 2.4.11) is
used to align the machine-translated hypothesis tags with
error-free reference tags and calculate the word error rate
(WER). This program shows the recognition rate at the
sequence level and word-level and also gives the confusion
pairs.

For WER calculation, the SCLITE scoring method first
aligns the hypothesis and reference sequences and then
calculates a minimum Levenshtein distance which weights
the cost of correct words (C), insertions (I), deletions (D),
substitutions (S), and the number of words in the reference
(N).

To know the counts of I, D, C, and S for the tag sequence
“BO NN N E”, at first, the output (hypothesis) sequence
is compared to the reference sequence. Then, WER is
calculated based on the counts.

Scores: (#C #S #D #1) 4200
REF: BONNNE
HYP. BNNNNN
Eval: S S

For this example, there is no deletions (D=0) or in-
sertions (I=0) and only two substitutions (N=>0) and
(O=>N) are happened so the number of correct word C is
4. Using WER equation, the SCLITE program calculated
the WER value for the given example as 16.67%.

We compared WER value of each model in both
Machine Learning based Sequence Tagging (baseline)
approach and Neural Machine Translation approach,
tested on two different test data - sentence-only and
sentence+paragraph-level.

From TABLE and @ where bold numbers indi-
cate the lowest percentages in each comparison, “sent-
RDR” and “sent+para-RDR” have lowest percentage of
Word Error Rate (WER) with 6.8% and 7.3% respectively
on sentence-only test data. On sentence+paragraph-level
test data, although “sent-RDR” has lowest error rate
percentages with 10.5%, “sent+para-CRF” is lower than
other models with 8.2% WER. Compared to the WER
percentages of proposed NMT models with that of the
baseline models, “sent-s2s” and “sent+para-s2s” have the
lowest error rates on both sentence-only test data (0.2%
and 0.5%) and sentence+paragraph-level test data (7.2%
and 5.3%).

TABLE IX
WORD ERROR RATE (WER) FOR SENT-LEVEL MODELS
Approach models sent | sent{para
sent-CRF 7.0% 10.7%
Baseline sent-HMM 8.4% 11.2%
sent-RDR | 6.8% 10.5%
NMT sent-s2s 0.2% 7.2%
sent-T 30.5% 47.0%
TABLE X
WORD ERROR RATE (WER) FOR SENT+PARA-LEVEL
MODELS
Approach models sent | sent+para
sent+para-CRF 7.5% 8.2%
Baseline sent+para-HMM | 8.7% 9.7%
sent+para-RDR | 7.3% 8.4%
NMT sent+para-s2s 0.5% 5.3%
sent+para-T 4.1% 26.8%

We also made manual error analysis on the results of
the experiments and we found that dominant errors are
different. There are two frequent major error patterns:
“long sequence error” and “Generalization error”.

Long sequence error happens when the input Myanmar
sentence or paragraph is a very long and complicated
sequence. Many deletions (D) errors were found in this
type of error pattern.

Long sequence error:

Source (my): o3 oa@ [}?e’) gce &l o@c/:? og gaao)é:s?éq_u&t)
32@@9 PUG3 329 & §¢¢ & o @?_I poo: or% ORGN ?§5 G
@‘?jé]el © @:ﬁoﬁlq ® G qm ¢ oeg@ ]aog (E_ﬁ o elorg @
DOVs 097 3 9&@ c0ew50l§ JP ¢ °B90 250 ezzomo%ooo

o6 CO éC G?’)(‘O@O O@@O @ &(D @8 9 6106 o O@@J 9[?0)

[Zlep) (YS B c06:6300¢ 5 ® @o) o0p0 (Under the 1947
constitution of Myanmar, he held the position of Prime
Minister of the state from January 4, 1948 to June 12,
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1956, again from February 28, 1957 to October 18, 1958
and finally from April 4, 1960 to March 2, 1962 to March
2, 1962.)

Scores: (#C #S #D #1) 1 062 0
REF:bO0O000000000000000000O0
0O0000000000DODODODOLOODODOOOOOO
O0OO0OO0O0OO0O0OO0O0OO0O0ODODODOOONNNE

X ok ok ook sk ok ok ok ok ok ok sk ok ok ok ok ok sk ok ok ok ok ook ook ok ok ok ok ok ok
X ok ok ok ok Xk

Evab DDDDDDDDDDDDDDDDDDDDD
DDDDDDDDDDDDDDDDDDDDDDD
DDDDDDDDDDDDDDDDDD

Sometimes our models automatically translated some
words as “O” tags, which is the most common tag 64.97%
in our corpus according to Table . This type of error
was defined as a generalization error because it happens
mostly in machine translation models and the system
tagged the unseen word in the generalized manner. NMT
models with high BLEU scores concern more about the
contextual role of each token than the position. Therefore,
as a result of machine translation, generalization error
happens mostly in the NMT approach.

Generalization error:

Source (my): 036 © @é: ol & 05 @55 A3 06 §pS:
§é: % eocllztl%zaoﬁ gé co% GU: © cdl o o?org ot Qs (Don’t
deny it too much. Shouldn’t you let me to repay you in
some ways )

Scores: (#C #S #D #I) 1804 4
REF:boNNNEBoooooooNNNEBnne
HYP: boOOOO00000000000O0ONnne
Eval: SSSSS SSSSS

However, those two types of common error patterns
even happen only when the sentence input, i.e., word
sequences, are too long and too complicated with unknown
vocabularies for the systems. After we made an analysis
of confusion pairs, some of the confusion pairs are related
to long sequence and generalization errors. Here, from
TABLE which is the top 10 confusion pairs of the
“sent+para-s2s” model tested on sentence-only data for
word-to-tag machine translation, the confusion pairs of
“o ==> n", “o ==> €” and “o ==> b” are happened
because of the generalization error.

VII. CONCLUSION

This paper contributes the first corpus with a total
size of around 55K for Myanmar sentence segmenta-
tion and the first systematic study of evaluation per-
formances not only from MI-based Sequence Tagging
but also from NMT approaches. Our proposed NMT
approach with Sequence-to-Sequence architecture outper-
formed the Machine Learning based Sequence Tagging

TABLE XI
THE ToP 10 CONFUSION PAIRS OF “SENT-+PARA-S2S”
MODELS TESTED ON SENTENCE-ONLY DATA

Freq | Confusion Pair (REF==>HYP)
126 0o==>n
52 o==>c¢e
51 o==>b
15 b==>n
12 n==>o
8 n==>b
6 b==>0
3 e==>o0
2 n==>e
2 e==>b

models and Transformer architecture. Although text seg-
mentation for Myanmar language is mostly approached
as a sequence tagging problem, we showed NMT with
Sequence-to-Sequence architecture can give higher cHRF
and BLEU scores with lower WER percentages than ML
based Sequence Tagging approaches. In the near future,
we plan to extend our tagging data and hold new ex-
periments with other approaches and models using the
extended corpus to get better performances for Myanmar
sentence segmentation, especially for informal usages. We
also release the corpus that was used in this experiment.
(https://github.com/ye-kyaw-thu/mySentence)
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