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Abstract— Generally, paraphrase detection or semantic similarity of necessity is to understand the
sentence as a whole sentence, but not just finding synonyms of the words. It is an important research
area in natural language processing that plays a significant role in many applications such as question
answering, summarization, information retrieval, and extraction. To our best knowledge, no studies
have been conducted on Burmese (Myanmar language) paraphrase or not paraphrase detection and
classification. In this research paper, we proposed the comparison of the results of Burmese paraphrase
classification with the Deep Siamese Neural Network with MaLSTM (Manhattan LSTM) and Random
Forest Classification with 21 features. More specifically, the contribution of this paper is the development
of the human-annotated combination of Burmese paraphrase and non-paraphrase corpus that contained
40,461 sentence pairs and open-test data with 1,000 sentence pairs. According to the comparison of our
implementation, the Random Forest Classifier is more accurate and useful for Burmese paraphrase
classification than Deep Siamese Neural Network even with limited data.

Index Terms—Semantic Text Similarity, Burmese (Myanmar Language), Deep Siamese Neural
Network, Random Forest Modeling, Manhattan LSTM (MaLSTM), Harry Tool.

I. Introduction

PARAPHRASING is exhibiting an input text in dif-
ferent ways but keeps on its original message. Many

Natural Language Generation (NLG) tasks can be viewed
as generating paraphrases. Paraphrase generation and
detection is an important task in NLP, which is the
main technology in many applications such as retrieval
based question and answering system, semantic analyzing
in NLP task, query expression in web searching, data
summarization, data increasing for dialogue system such
as chatbot system. However, due to the simplicity of
natural language and as well as one of the under-resourced
languages Burmese (Myanmar Language), automatically
generating paraphrase and detection for paraphrase or not
is still very challenging.

In research paper [1], measuring Semantic Textual Sim-
ilarity (STS) is the task of calculating the similarity
between a pair of texts. It is using both direct and indirect
relationships between them. Text Similarity is very impor-
tant in many natural language processing (NLP) applica-
tions such as question-answering systems, summarization,
information retrieval, and extraction. In [2], it presented
a survey on different methods of textual similarity and
it also reported about the availability of different software
and tools those are useful for Measuring Semantic Textual
Similarity (STS). In translation memory, retrieval and
matching also used text similarity model as shown in [3].
The traditional machine learning is involved in heavy fea-
ture engineering for early period [4]. The progress of word
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embeddings, and as a result of the success, neural networks
have achieved in other fields, most of the methods pro-
posed in recent years rely on neural network architectures
[5]. Neural networks are preferred over traditional machine
learning models as they generally perform better than
traditional machine learning models.

In under-resourced languages such as Burmese (Myan-
mar Language), Thai, and Khmer, the complexity of
natural language and automatic detection of paraphrasing
or not is very complex and very challenging as well.

In this paper, we applied the NNs(Neural Networks)
called Siamese neural networks for Burmese paraphrase
text detection. These networks contain two or more iden-
tical subnetworks. These networks are identical and it has
the same form with the same parameters and weights.
Besides, parameter updating is reflected across these sub-
networks. Siamese networks are famous among the tasks.
It involves finding similarities or relationship between two
corresponding things. These are successful in tasks like
signature verification [6], image similarity [7] and have
been recently used strongly in sentence similarity [8].

Siamese networks are good in these similarities tasks. It
makes the similarities model to process similarities inputs.
Therefore, these networks have design for vectors with
same definition. Making the easier way is to compare
couple of sentences. These weights are shared along with
the sub-networks. This is the less parameters for training.
It means that they need the fewer training data and little
bias to overfit.

Because of the lack of information, the system can not
detect the data as paraphrase or not, the information
retrieval system has many problems. To avoid the weak-
ness of information retrieval for Burmese, our research can
support to detect the searching information in network.
Moreover, there is no paraphrase detection in Myanmar
language using semantic similarity measure. Therefore,
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this paper introduces the first paraphrase classification
system for Myanmar language using Siamese Neural Net-
work with MaLSTM distance and Random Forest Model-
ing.

A. Related Work
The related task with the Sentence Textual Similarity

is using linguistic resources such as pre-trained word em-
beddings and WordNet embeddings. It is a deep collection
of learning algorithmic program such as Support Vector
Regression (SVR). In the regression and neural networks,
the various techniques are used for selection of multiple
features of sentences to determine the similarities scores.

In research paper [5], it proposed an Siamese Neural
Networks incorporated with language autonomous fea-
tures. Moreover, it executed short text semantic calcu-
lation in multiple languages and domains which used
three different corpora. It also changed the activation
functions sigmoid to ReLU. The Pearson correlation (PC)
was performed the evaluation. The Mean Squared Error
(MSE) between the models’ predicted values and the gold
standard of corpora.

In research paper [11], it showed that Recursive Au-
toEncoder (RAE) and WordNet framework are used to
make sentence embeddings. It combined the embeddings
with a SVM classifier to calculate a semantic connection
score. In research paper [12], LSTM improves RNNs to
handle long-term dependencies. It used the Siamese LSTM
to encrypt sentences using a pre-trained word embed-
ding. To encode the sentences, Siamese LSTMs used the
same weights for the input sentences to produce same
sentence representations for similar sentences. And then,
this networks predicted the nearness of pair of sentences
using the Manhattan distance between the two sentence
representations.

To measure the semantic similarity, two sentences were
trained by a siamese neural network architecture. It is the
metric learning. In this [15], the solution of the result
solution it shown in writing that is more efficient and
demonstrative text. In research paper [9], it generated
sentence embedding using a Siamese CNN architecture.
And then it is used with various convolution and pooling
operations to extract distinctive granularities of informa-
tion. The convolution used filters that analyze entire word
embeddings and each dimension of word embeddings with
multiple window sizes.

In [21], it collected Burmese paraphrase word and
sentences by using three Statistical machine transla-
tion(SMT) models such as Phrase-Based Statistical Ma-
chine Translation systems(PBSMT), Hierarchical Phrase-
based Statistical Machine Translation(HPBSMT) and Op-
eration Sequence Model(OSM) to generate the paraphrase
words and sentences for input sentences. And then auto-
matic measure the score with BLEU, RIBES and chrF++.
In paper [22], it also examined in Arabic and English
for question retrieval in community question answering.

In that research, propose for using word embeddings and
it can support for semantic and syntactic information
from contexts. In order to acquire longer sequences and
questions are expanded with words having close word
vectors. The embedding vectors are put into the Siamese
LSTM model to consider the global context of questions.
Using the Manhattan distance, to measure the similarity
between the questions.

In order to improve the accuracy of recommendation,
research paper [23] proposed a text matching model based
on Siamese semantic network and MatchPyramid model.
It is the algorithm that combines the innovative features
of Siamese semantic network with MatchPyramid model.
It also has the features for classification. In that paper,
compare the proposed model and other models for the
same datasets. The results show that their proposed model
execute better than other models. In [24], it proposed an
Attentive Siamese LSTM network for measuring semantic
similarity. They also used raw sentence pairs and pre-
trained word embedding which are used for input sentence.
It also demonstrated with three corpora and three lan-
guage tasks.

In research paper [10], it represented phrases using
neural networks where inputs are word vectors learned
independently from a large corpus. However, their purpose
of learning interpretation explicitly represents the seman-
tic similarity labels in question. It used neural networks
to predict the similarity of word and sentences represen-
tations. Semantically ordered representation space should
be trained in such a way that basic metrics are adequate
to catch semantic sentences.

B. Methodologies
In this section, it will describe the methodologies of

paraphrase sentence classification processes used in the
experiments of this paper.

1) Word2Vec
Word2vec is a word embedding algorithm that is indi-

vidually using for all of the NLP task such as similarity
measure and other tasks. It is converting from word or
sentences to their relating vectors format [27]. Moreover,
the vectors can be used successfully for different forms of
Natural Language Processing tasks. The size and form of
vector is varied because of the converting state of its size.
In this vector, consisting of words is a function of deep
learning architecture.

2) FastText Embedding
fastText is another word embedding method that is

an extension of the word2vec model. Instead of learning
vectors for words directly, fastText represents each word
as an n-gram of characters [28].

3) Character Embedding
Character level embedding uses one-dimensional convo-

lutional neural network (1D-CNN) to find numeric rep-
resentation of words by looking at their character-level
compositions [29].
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4) Harry: A Tool for Measuring String Similarity
In this article, we used Harry, a small tool specifically

designed for measuring the similarity of strings. Harry im-
plements 21 similarity measures, including common string
distances and string kernels and string coefficients. The
tool has been designed with efficiency in mind and is al-
lowed for multi-threaded as well as distributed computing,
enabling the analysis of large data sets of strings. Harry
supports common data formats and thus can interface
with analysis environments, such as Matlab, Pylab and
Weka [25].

The current version of Harry supports the similarity
measures listed in Table I. In this research, we used and
measured all of the Harry String Similarity tool.

5) Random Forest Modeling
Random Forest Regression is a supervised learning algo-

rithm that uses ensemble learning method for regression.
Ensemble learning method is a technique that combines
predictions from multiple machine learning algorithms to
make a more accurate prediction than a single model. The
trees run in parallel with no interaction amongst them. A
Random Forest operates by constructing several decision
trees during training time and outputting the mean of the
classes as the prediction of all the trees.

1. Pick at random k data points from the training set.
2. Build a decision tree associated to these k data points.
3. Choose the number N of trees that is wanted to build

and repeat steps 1 and 2.
4. For a new data point, make each one of N-tree trees

predict the value of y for the data point in question and
assign the new data point to the average across all of the
predicted y values.

A Random Forest Regression model is powerful and
accurate. It usually performs great on many problems,
including features with non-linear relationships. Disadvan-
tages, however, include the following: there is no inter-
pretability, overfitting may easily occur, must be chosen
the number of trees to include in the model. [26]

Several measures are available for feature importance in
Random Forests:

6) Mean Decrease in Impurity (MDI)
Gini Importance or Mean Decrease in Impurity (MDI)

calculates each feature importance as the sum over the
number of splits (accross all tress) that include the feature,
proportionaly to the number of samples it splits.

Gini impurity = 1 – Gini (1)
7) Feature Permutation
Permutation Importance or Mean Decrease in Accuracy

(MDA) is assessed for each feature by removing the associ-
ation between that feature and the target. This is achieved
by randomly permuting the values of the feature and
measuring the resulting increase in error. The influence
of the correlated features is also removed.

8) Siamese Recurrent Neural Networks
Input layer of Siamese neural network(SNN) changes

over each vector of indexes accepted from sentences pre-
processing into a word distributed demonstration. The

capability of its semantic properties of the words fixes well
in result representation. Skip-Gram model used the pre-
trained sentences on an external corpus. Thus, this ap-
proach does not calculate on a extremity feature extraction
process to correspond input words with efficiently. The
SNN is also the neural networks that includes two similar
sub networks and it produces the joint output. and it is
widely used for the text similarity between two patterns,
words and sentences such as paraphrase detection. The
exchanged weights are across to the sub-networks. It also
reduces the number of training parameters. And then the
model produces the semantic. This LSTM used pre-trained
corpus to read in vector-shaped terms. It defines each word
vector and uses presentation which was past processed
by the former request. In addition, the representations of
similarity between sentences are often used as measure of
semantic similarity [16]. The similarity of Siamese is a term
for detection using the MaLSTM model. MaLSTM and
Siamese are interrelated to use for the original weighted for
each sentence to be recognized. Then it would do the ma-
chine learning activity by performing it using the weight
of MaLSTM. Siamese similarities to MaLSTM models
would recognize sentences. It have been often weighted
and prepared. Extraction uses word2vec to get a vector
output for each word. The vector value will be entered in
the weighting phase for MaLSTM. The weight of each side
of the LSTM will be graded using Siamese Similarities.
Manhattan LSTM provides a reasonably simple solution
to basic sentence similarity concerns. Since it is a joint
network, and it’s simpler to train. Because it can swap
the weights on sides of both. Siamese networks have two
or three of the same sub-networks on their networks. This
network fits best for semantic sentence comparisons [16].
The results of MaLSTM are more easy in the preprocess-
ing. It provided that the LSTM networks shares with their
weight of each word in the sentence on the both sides.
MaLSTM is also widely used to process text, sentences
or phrases. Therefore, this MaLSTM is very suitable and
useful for this research.

C. Word Segmentation
Word segmentation is the very important method for

the text analysis level. The under resource languages such
as Burmese text are not usually separated with white
space between words. The white spaces are often used to
distinguish sentences for easier reading. We used myWord
Segmentation Tool [14] for Burmese word segmentation
process. The myWord supports syllable, sub_word, word
and phrase segmentation. But, word segmentation for this
research is only used.

D. Building Burmese Paraphrase Corpus
In Burmese, various words and various conversation

styles for the same performance are expressed in daily con-
versation and writing sentences. Some of the paraphrase
sentences are different only one word in that sentence and
some sentences are quite different for the whole sentences.
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TABLE I: Similarity measures for strings supported by Harry (version 0.4.1)

10 String Similarity Distances
Bag distance Hamming distance Kernel-substitution distance String alignment distance

Compression distance Jaro distance Lee distance Damerau-Levenshtein distance
Jaro-Winkler distance Levenshtein distance

4 String Kernels
Distance-substitution kernel Spectrum kernel Subsequence kernel Weighted-degree kernel

7 String Coefficients
Braun-Blanquet coefficient Kulczynski coefficient Simpson coefficient Sokal-Sneath coefficient

Jaccard coefficient Otsuka coefficient Soerensen-Dice coefficient

Fig. 1: Random Forest Modeling

Fig. 2: Manhattan LSTM diagram

Some of the sentences are collected from social media
(Facebook comments) and the comments are collected
from the famous Myanmar news websites by extracting
the Facepager Tool (version 4.2.7) [19]. Moreover, all of
the paraphrase words are collected from the Burmese
Wiktionary [20] site and extraction with Web Scraper tool.
Using these words, more of the paraphrase sentences for
this research are built manually.

Based on [21], paraphrase sentences (15,640 sentence
pairs) and non paraphrase sentences (24,821 sentence
pairs) with the total of 40,461 sentence pairs are selected.
In this research, these total sentence pairs are trained and
evaluated for three times. All of the training with 40,461
sentences pairs and the first evaluation data with 1,000
sentences pairs of open-test data that are not participate
in the training data. In second evaluation with 1,000 of
open-test data. In this time, we mixed the open-test data
with training data and we shuffled all of the sentences pairs
and among them we collected and used 1,000 sentences
pairs as evaluation data. At the third times, we shuffled
again of all data and we collected and used 1,000 sentences
pairs as evaluation data.The Burmese corpus is a UTF-
8 plain text file. If the sentences pair is paraphrase and
it is denoted as similar and marked with “1” and if the
sentences pair is not paraphrase and it is denoted as not
similar and marked with “0”. After labeling, paraphrase or
not paraphrase datasets are as shown in Table II clearly.

E. Experimental Setup
In this experiment, two main factors are proposed.

Firstly, the input corpus is segemented with syllable, man-
ual and word segmentation (myWord). And then all of the
input are converted as vector with character embedding,
word2vec and fastText embedding. In implementation
stage, two networks are proposed and the results of two
structures are comprised. The structure shows two input
layers and declare to transfer the vector representation for
the first input sentence and the second sentence pairing
to the embedding layers. Moreover, the results in the
embedding of sentences and the embedding vectors are
put to the LSTM networks. Next, the layer of LSTM
generates a vector representation of two sentences in the
input sentences pair. These layers combined two input
representations into a single vector representation, which
is then used for the final detection for Burmese paraphrase
or not.
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Fig. 3: Training and Validation Result with Manual-Word, word2vec, 200 epoch. Left: Accuracy, Right: Loss

Fig. 4: Training and Validation Result with Syllable Unit, word2vec, 200 epoch. Left: Accuracy, Right: Loss

Fig. 5: Training and Validation Result with ”Word Unit Segmented with myWord”, word2vec, 200 epoch. Left: Accuracy,
Right: Loss

Fig. 6: Training and Validation Result with ”Manual-Word”, fasttext, 200 epoch. Left: Accuracy, Right: Loss
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Fig. 7: Important feature graph of 21 string similarity measures for Random-Forest (train: train1, eval with test1).
Left: with Feature Permutation, Right: with MDI

Fig. 8: Important feature graph of 21 string similarity measures for Random-Forest (train: train2, eval with test2).
Left: with Feature Permutation, Right: with MDI

Fig. 9: Important feature graph of 21 string similarity measures for Random-Forest (train: train3, eval with test3).
Left: with Feature Permutation, Right: with MDI
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TABLE II: Some examples of paraphrase and non-paraphrase sentences
Id Sentence1 Sentence2 Paraphrase?
1 ဆက် ြုကိးစား ြကပါ ဆက် ြပီး ြုကိးစား ေပး ပါ

(Keep trying) (Keep trying) 1
2 ေလးစား တယ် အား လည်း ကျ မိ တယ် မေလးမစား မ လုပ် နဲ့ အတုယူ ပါ

(I respect and envy) (Do not disrespect and then imitate) 0
3 သူမ က သူ့ ကုိ အြပစ်တင် တယ် သူမ က သူ့ ကုိ အြပစ်မတင် ခ့ဲ ပါ ဘူး

(She blames him) (She did not blame him) 0
4 ေကာင်း ေသာ ညချမ်း ေလး ပါ ေပျာ်ရွှင် စရာ ညချမ်း ေလး ပါ

(Good evening) (Have a nice evening) 1
5 ဒီ ဖလင် ကုိ ကွန်ပျူတာ သံုး ြပီး ြပင် မှာ လား ။ ဒီ ဖလင် ကုိ ဘယ် ကွန်ပျူတာ မှာ ြပင် ထား တာ လဲ ။

(Will this film be computer-generated?) (On which computer was this film edited?) 0

TABLE III: Deep Siamese Neural Network Training/Evaluation with Test Data

Deep Siamese Neural Network Training/Evaluation with Test Data
Segmentation/Method Closed-test Open-test

Manual (word2vec) 0.97 0.45
Syllable (word2vec) 0.96 0.44
Word (word2vec) 0.96 0.44

Manual (char-embedding) 0.94 0.44
Syllable(char-embedding) 0.92 0.43
Word (char-embedding) 0.93 0.44

Manual (fasttext embedding) 0.97 0.44
Syllable (fasttext embedding) 0.94 0.46
Word (fasttext embedding) 0.94 0.49

TABLE IV: Random-Forest Training/Evaluation with Manual Open Test Data

Random-Forest Training/Evaluation with Manual Open Test Data
Accuracy on the training: 1 0.99
Accuracy on the testing 1 0.61

Accuracy on the training: 2 0.99
Accuracy on the testing 2 0.85

Accuracy on the training: 3 0.99
Accuracy on the testing 3 0.85

For Random Forest Classification, Harry tool and ex-
tracted 21 features are used. And then that features are
input in the Random Forest Modeling.

Training results can then be entered into the learning
process with the Siamese Similarity RNN to evaluate the
similarity of the context of the statement used in the
equation 2.

exp(−∥h(left) − h(right)∥1)] ∈ [0, 1] (2)

The difference of the left side of the network h(left) is
where the exp is the right side of the network h(right). Since
the values from left to right are changed using joint or
twin network characters to evaluate the significant increase
between the two networks.

F. Result And Discussion
In this research, two networks are used and proposed,

then the results are comprised.
1) Deep Siamese Neural Network’s Results
The experiment is mainly emphasize in training data

and test data with manual, syllable and word segmentaion
and all of the data with character embedding, word2vec
and fasttext embedding. According to the experiment, the

accuracy and loss are shown in figures. In the results, man-
ual segmentation with word2vec embedding with Closed-
Test data is the highest score of 0.97 and for Open-test
data with Word segmentation with (myWord) and fasttext
embedding is the highest score of 0.49 as shown in Table
III.

In Figure 3, it shows the accuracy and loss of training
and validation with manual word segmentation and then
using with word2vec embedding and the epoch set up with
200.

In Figure 4 it also shows the accuracy and loss of train-
ing and validation result of segmentation with syllable unit
and the embedding unit with word2vec and 200 epoch.

Also in Figure 5, it expresses the training and validation
result with word unit segmented with myWord and the
embedding method is word2vec and 200 epoch.

In Figure 6, it shows the training and validation result
with manual-word unit with myWord segmented and the
embedding with fasttext and 200 epoch.

2) Random Forest Modelling Results
As the results are shown in Table IV, it is proposed

and tested with three training times and three testing
times. According to the experiment, accuracy on all of
the training is 0.99 and testing 2 and 3 are the same
results with 0.85. Thus, as the results of experiment,
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Random Forest Modeling is more accurate and classifies
the Burmese paraphrase sentences than Deep Siamese
Neural Network.

In Figure 7, it shows feature permutation and MDI
of the important feature graph of 21 string similarity
measures for Random-Forest with training with train1,
evaluation with test1.

Also in Figure 8, it shows feature permutation and
MDI of the important feature graph of 21 string similarity
measures for Random-Forest with training with train2,
evaluation with test2.

As in Figure 9, it shows feature permutation and MDI
of the important feature graph of 21 string similarity
measures for Random-Forest with training with train3,
evaluation with test3.

II. Conclusion
The sentences can be rendered after deep learning using

the Siamese similarity RNN and Random Forest Modeling.
The accuracy improved and loss reduced in the testing
with Random Forest Modeling. In this paper, a fast and
generic Burmese paraphrase classification model based on
MaLSTM and Random Forest Classification are proposed.
It achieved promising results on our developing Burmese
paraphrase corpus. Results also determined that the ma-
chine learning process has been replicated from random
input data and data replication. For future work, it will
be arranged to study how these methods work on longer
Burmese sentences and paragraph level.
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