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Abstract— Recently GPS data gathered from vehicles on roads, so-called floating car data (FCD), have become one 

of the popular sources for traffic management. As this source of data becomes more accessible, there are increasing 

research works conducted in order to extract reliable information from available raw sensory data. Such data from 

public transportation equipped with GPS sensors provides relatively consistent source of FCD. However, in some 

cases, due to low-frequency travel routines and the small number of active vehicles, extracted FCD are not sufficient 

for traffic prediction. This study proposes a method to efficiently identify road congestion using FCD collected from 

in-campus shuttle buses in low speed routes. In this task, the challenging issue is how to distinguish real congestion 

from intentional delay, such as passenger loading and temporary parking, since both are similar in terms of low 

average speed on the road link. The proposed method employs artificial neural network to predict traffic on the links 

with sparse FCD available. The experimental result demonstrates that our method is capable of producing compara-

ble results with existing methods. 

Index Terms— Intelligent Transportation Systems; Artificial Neural Networks; Pattern Recognition Traffic Conges-

tion Detection; Expectation Maximization; Gaussian Mixture Models; 

 

I. Introduction 

eing aware of current traffic flow condition benefits 

every driver on path planning before starting a jour-

ney. Overflowing one route often induces congestion 

which may propagate further back upstream, triggering 

wide-area traffic congestion. With update information on 

congestion situation on a certain path, it is possible to make 

more efficient path planning to avoid trapping into snarled-

up traffic, and then reduce local-area and wide-area con-

gestion. While reliability and cost of collecting information 

become more focused, vehicle tracking technology, partic-

ularly Global Positioning System (GPS) for collecting cur-

rent traffic situation and cloud computing for storing his-

torical traffic flow, has been recently developed to the level 

of practical use. Predicting traffic flow can be achieved by 

using such current and historical traffic information. At 

present, so as an available source of information on traffic 

situation, mining vehicle’s GPS data efficiently and relia-

bly considered to be a well-recognized field of research. In 

the past, existing works were mainly categorized as fol-

lows.  

 Traffic and GPS data collection methods 

 Public transport arrival time prediction methods 

 Traffic congestion detection and prediction  

As GPS data become more and more abundant and 

available, analyzing and mining such large-scale data for 

extracting useful information became more focus of nu-

merous researchers. At the same time, the computational 

power grows and fast probabilistic techniques are being in-

troduced in several literatures. Daniel Ashbrook [1] intro-

duced a system to learn significant locations and predict 

the future movements based on Hidden Markov Models. A 

similar approach was also applied to transportation. As day 

by day more vehicles are being equipped with GPS mod-

ules, a treasure of data, which could be exploited for myr-

iad of applications, become available. For the case of Intel-

ligent Transportation Systems, GPS data is utilized as 

Floating Car Data (FCD) which in volume is preferable to 

conventional Traffic Flow Sensors due to less cost and ef-

fort for installation and maintenance as pointed by Leduc 

in [2]. 

FCD come with sometimes scarcity or sheer size of data 

which are challenges for studying, analyzing, and generat-

ing of reliable conclusion from collected data. Typically 

the size of sample data plays an important role on viability 

of the inferred information from FCD as discussed in [3, 

4]. To improve accuracy and efficiency of computation, Li 

introduced Map-Reduce technique in [5] applied on public 

buses GPS data. For traffic pattern analysis and prediction 

K-mean clustering used in [6, 7].  Wu offered improved K-

mean clustering in [8] which helped with assigning the cor-

rect site or location label to scattered collected GPS posi-

tion data. Modsching in [9] used map based routes to cor-

rect discrepancy of the reported GPS locations. There is 

also lack of link coverage problem, as buses do not travel 

through all routes. Abadi in [10] came up with a solution 

for estimation of traffic flow with limited link data.  
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FCD collected from public transportation were the spot 

light of Lipan in [11] which makes it similar case with this 

study due to likes of shuttle buses and public transport. To 

use public transport GPS data as FCD, the properties of be-

havior vehicles’ trajectories and responses must be ana-

lyzed closely. Since shuttle buses like public buses need to 

stop and dwell at bus stops the trajectory time depends on 

both rate of passenger arrival and road congestion. As one 

application, some researchers conducted research on bus 

arrival prediction and estimation. Zhu’s work clearly 

demonstrated the dependence on traffic information in 

[12].  Cheng proposed a model based on passenger count 

data in [13]. As machine learning approach, Jeong intro-

duced the employment of Artificial Neural Networks with 

accuracy of around a minute in [14] and an early work in 

2006 by Bin [15] used Support Vector Machines. 

 

Fig. 1. Plot of velocity function for congested link 

 

Fig. 2. Plot of velocity function for non-congested link 

    Finally, on congestion estimation, De Fabritiis and 

Kerner used FCD to perform online estimation of traffic 

flow in [16, 17]. They utilized spatial temporal patterns re-

trieved from FCD to produce speed prediction. Ho [18] 

used speed pattern recognition to provide a more detailed 

model for estimation in which average speed calculated be-

tween two time stamps were used. As a different approach, 

Poomrittigul worked on mean speed estimation based on 

sample speed mean acquired from vehicles on the road seg-

ment in [19]. Speed samples reported by GPS device are 

useful in speed estimation; however, they are infected with 

more noise at lower speeds depending on sensor’s quality. 

All methods mentioned above require significant 

amount of FCD to be collected. Besides, the average speed 

ranges for different classes of congestion are distant. 

Therefore, it is suitable to distinguish the congestion pat-

terns based on average velocities. However, in this study 

we focus on FCD, collected from a special situation, i.e., 

shuttle buses traveling along campus roads. In this situa-

tion, the data are sparse and may not always be available. 

In addition, commuting velocities are relatively low. As 

described in the third section, since low speeds and long 

stops for picking up passengers produce similar average 

velocity on the links, it is hard to distinguish between con-

gestion and intentional delay. Hence, the goal of this work 

is to introduce a technique to extract reliable traffic label 

information from collected FCD for training classifiers 

which provide short term and long term forecast on traffic 

congestion. 

Organization of this paper is as follows. In Section 2, 

the problem statement is described in details. Data collec-

tion and conditioning methods are discussed in Section 3. 

Section 4 explains traffic congestion detection algorithms 

and techniques for analyzing data. Section 5 presents the 

experimental results and discussions. Finally, conclusion 

and future works are mentions in Section 6. 

II. Problem Statement 

This study copes with two main issues. One is how to iden-

tify traffic congestion on road segments while GPS data 

from shuttle buses exists for those segments. The other is 

how to predict traffic congestion for road segments when 

GPS information is not available for those segments. 

     This subsection describes a method to identify conges-

tion on road using the recently gathered GPS data from 

shuttle buses. The challenge is that nature of vehicle speeds 

on campus roads are inherently low and dependent on the 

route and location. Hence simply assigning speed ranges 

for congestion detection is inaccurate. Average velocity 

𝒗𝒂𝒗𝒈 is computed using Eq. (1) where 𝒅 is total distance 

travelled and 𝒕 is travelling time.  

𝑣𝑎𝑣𝑔 =
𝑑

𝑡
 (1) 

Based on velocity function 𝑣(𝑡), 𝑑 can be calculated by 

Eq. (2), i.e. the area under the 𝑣(𝑡) curve.  

𝑑 =  ∫ 𝑣(𝑡) 𝛿𝑡 (2) 

     In the situation of low velocities along segments of 

road, different velocity functions of shuttle vehicle 

expedite the same distances in similar time periods. This 

results in the same or close average velocities on the road 

links for different motion patterns belonging to congested 

and non-congested states as shown in Fig. 1 and Fig. 2, 

respectively. 

     Correctly identifying congested links is vital in 

providing labels for training neural networks for predicting 

traffic congestions. This study offers a new approach to 

identify traffic congestions based on spatial-temporal 

densities of micro speed FCD samples (samples with 

velocities nearly equal zero). 

a. Traffic Congestion Forecast 

Using FCD collected from public transport raises another 

issue in traffic congestion prediction. Shuttle buses carry-

ing FCD collection sensors commute the routes routinely. 

However, there is not consistently a sensor vehicle availa-
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ble on the concerning road segment. To fill in for men-

tioned missing information, this work exploits the long 

term and short term pattern of traffic on road segments to 

provide the missing congestion states. These patterns are 

produced based on input features such as day of the week, 

time of the day, weather index, road segment, and activity 

of the road. As most of aforementioned features are readily 

self-explanatory, activity of the road requires for elabora-

tion. Generally, a calendar or casual event on campus also 

affects the activity on the roads. For instance, in this exper-

iment campus calendar which determines semester breaks, 

and other irregular individual events should be included in 

the input features for traffic congestion prediction. But 

such information is not always readily available. This work 

proposes a method to use historical average and standard 

deviation of sample velocities to identify which activity oc-

curs on the roads. Fig. 3 shows travel times in average dur-

ing a normal active campus period which are higher in con-

trast to an inactive campus period where travel time aver-

ages are much lower as illustrated in Fig. 4. 

 

Fig. 3. Average travel time during active campus period 

 

Fig. 4. Average travel time during inactive period (e.g. semester 

break) 

III. Data Preparation 

FCD for this experiment come from 30 GPS/GPRS combo 

modules installed on the campus’s shuttle buses. They re-

port their positions every second to a remote server via the 

GPRS module. Each record represents vehicle ID, latitude, 

longitude, time, speed and signal strength. The data col-

lected are bus locations in two semesters during November 

2014 and February 2015. In total, 160,000 data points are 

for each semester. As the campus’s shuttle routes are rea-

sonably far from any tall building or obstacles, the signal 

strength remains mostly acceptable and reliable. We also 

use historical weather data acquired from a meteorological 

database [20]. Data with rainy weather were assigned with 

1 and dry with 0. Feature from time stamp includes day-in-

week and time-slot features. For day-in-week feature, a 

number between 0 and 6 is assigned to Monday to Sunday, 

in order. For time-slot, we use 20-min slots from 8:00 till 

20:00, a usual operation period, with numerical assign-

ments of 0 to 35. The data with time stamp out of this pe-

riod were ignored for this experiment. Direction of each 

sample point is of two types: 1 for downstream and -1 for 

upstream. With this information, a trajectory can be trav-

ersed as downstream and upstream. 

To set up the path checkpoint matrix, coordinates are 

chosen either manually or automatically. As a result, path 

matrix is N×2 in size where N is the number of check points 

included in the path. Every consecutive checkpoint pair be-

longs to a path link with a total of N-1 links. In Fig. 5, sam-

ple path checkpoints are presented along with GPS sam-

ples. 

 

Fig. 5. Path checkpoints and links presented along with GPS samples 

For congestion identification experiment each of col-

lected micro-speed GPS samples is classified based on the 

nearest path’s check point. It is to be noted that for finding 

the nearest point of each path checkpoint to the trajectory 

coordinates KD-Tree algorithm was used [21]. There are N 

location based bins. Data rows are of <PathCheckpointIn-

dex, TimeSlotIndex, WeekDayIndex, DistancetoCheck-

point, SampledSpeed, Direction, BusId> where 

‘PathCheckpointIndex’ is the index of the nearest path 

checkpoint to the sampled GPS point. ‘DistancetoCheck-

point’ is the distance between the checkpoint and the re-

ported GPS location. This is calculated using Haversine 

function, H (p1, p2), given in Eq. (3) and (4), where re is 

average earth’s radius, x and y are longitude and latitude of 

the location respectively in radians. The unit will be based 

on unit of earth’s radius measurement. ‘SampledSpeed’ is 

NMEA reported near zero speed which is originally in 

knots and converted to SI unit of Km/h.  

𝐻(𝑝2, 𝑝1) =  2𝑟𝑒 √sin2 (
Δy

2
) + cos(𝑦𝑝2

) cos(𝑦𝑝1
) sin−1 (

Δ𝑥

2
) (3) 
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Δ𝑦 = 𝑦𝑝2
− 𝑦𝑝1

, Δ𝑥 = 𝑥𝑝2
− 𝑥𝑝1

 (4) 

For computing historical average and standard deviation 

of the road segments velocities, average speed of sensor 

carrying vehicle on road links obtained using Eq. (5), 

where 𝑡𝑡𝑎𝑖𝑙 and 𝑡ℎ𝑒𝑎𝑑  are time stamps acquired upon sen-

sor vehicle passing respecting checkpoints.  

𝑣𝑎𝑣𝑔 =  
𝐻(𝑃ℎ𝑒𝑎𝑑 , 𝑃𝑡𝑎𝑖𝑙)

𝑡𝑡𝑎𝑖𝑙 − 𝑡ℎ𝑒𝑎𝑑
 (5) 

It is noted that for finding the nearest point of each path 

checkpoint to the trajectory coordinates KD-Tree algo-

rithm was used. Data vectors consist of <PathLinkIndex, 

TimeSlotIndex, WeekDayIndex, WeatherIndex, Averag-

eSpeed, Direction, BusId> features where ‘PathLinkIndex’ 

is the index of the traversed path link.  

IV. Methodology 

Consisting of two parts, the first part describes our method 

to produce congestion labels while the second part presents 

our algorithm that performs congestion forecast. These two 

parts are combined and tested in our experiments shown in 

Section 5. 

 
Fig. 6.  Histogram of micro-speed incidents of a sensor vehicle for a day 

a. Traffic Congestion Identification 

This study estimates occurrences of micro-speed (near zero 

speed) incidents belonging to traffic congestion rather than 

natural incidents (bus-stop, speed bump, and so on) using 

log likelihood results. To compute the density parameters 

of both incidents, Expectation-Maximization (EM) algo-

rithm on multivariate Gaussian mixture models (GMM) 

[22] is used. The multivariate Gaussian mixture basically 

models three-dimensional spatial-temporal micro-speed 

incidents. To reduce the complexity even further, spatial 

dimensions are reduced to scalar distance for nearest 

checkpoint. For time dimension, we utilize 20-min slots. 

The histogram of micro-speed incidents for a day is shown 

in Fig. 6.  

 

Fig. 7.   Gaussian Mixture Model of micro-speed incidents at check-

point 1 downstream direction 

Each region with high micro-speed density can be as-

signed to a multivariate Gaussian with 𝜇𝑡,𝑑  and Σ𝑡,𝑑 . As 

stretch of density over time is more than distance for bus-

stops or natural stop occurring more often at around the 

similar locations, multiple densities can be combined form-

ing a single bigger density with a similar distance mean 

since the distribution on time axis is not a concern. The co-

variance of these distributions would be a diagonal matrix 

with higher greater than one ratio of time Eigen value over 

relatively very small distance Eigen value. The approxi-

mate Gaussian mixture model is shown in Fig. 7.  

Traffic congestion densities are identified by signifi-

cantly larger distance Eigen value in their covariance ma-

trices Σ𝑐. With distance mean 𝜇𝑑 and distance covariance 

𝜎𝑑
2 computed for traffic congestion 𝐶 and natural stops 𝑆, 

negative log likelihood values are obtained by Eq. (6) and 

(7) for each micro speed incident 𝑧𝑖 in the corresponding 

time slot. The minimum value determines the nature of 

samples in each component. Negative log likelihood func-

tion is shown in (6) and (7).  

arg min
𝑆,𝐶

− log  𝑝(𝑧𝑖|𝜇𝑑  , 𝜎𝑑
2) (6) 

𝑝(𝑧𝑖|𝜇𝑐, 𝜎𝑑
2) = 𝒩(𝜇𝑑, 𝜎𝑑

2) (7) 

b.  Traffic Congestion Prediction 

Given the congestion densities identified by the method in 

the previous session, the severity of the congestion or its 

size can be identified using a classification method de-

scribed in this section. In our method, a three-class grading 

<Heavy: 1, Medium: 2, Free: 3> is applied to express traf-

fic congestion. This grading is done based on variance and 

frequency of micro speed samples. This approach greatly 

depends on the geometry of the road links and dynamics of 

sensor carrying vehicles. For instance, in this work, densi-

ties graded in accord with criterion in (8) where 𝐿 is road 

link’s length in meters, 𝑁𝑧 is number micro speed incidents 

and 𝛾 is free parameter.  

𝑁𝑧 ×
𝐿

𝛾𝜎𝑑
2 ,   𝛾 > 0  (8) 

The input features are <PathLinkIndex, TimeSlotIndex, 

WeekDayIndex, WeatherIndex, HistoricalLinkSpeedMean, 

HistoricalLinkSpeedStd>. Historical means and standard 

deviations could be weighted towards most recent samples. 

In this experiment, a week window of previous samples is 
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used for averaging. Historical input features are intended 

to provide information about campus activity state to the 

predictor. These inputs could be configured to address ei-

ther short-term or long-term dependencies based on the ap-

plication.  

For prediction, an artificial neural network with hidden 

layers and non-linear activation functions is trained using 

stochastic gradient descent. The network is trained and 

tested on data collected for a single semester. Size of held-

out test set is 15% of whole dataset. Moreover, an extended 

held-out test is performed using input data from different 

semester. This test was done to observe effects of campus 

calendar changes on prediction results.  

V. Experiment Results and Discussion 

In order to train the classifier, the training target labels are 

identified in advance. Then neural network is trained to 

achieve the best results on validation set. Finally, held-out 

test and extended tests are performed to evaluate the per-

formance of the classifier. 

a. Congestion Components Identification 

For verifying the practical performance of the method in-

troduced, one-month micro-speed incidents of around 

49000 collected samples of speed data near checkpoints 

clustered using EM algorithm with range of five compo-

nents and lowest BIC Score used to verify the best number 

of components. The result of checkpoints, 1 and 2, is dis-

cussed here. The mean and diagonal components of the co-

variance matrices for checkpoint 2 are shown in Table I. 

TABLE I  

Mean and covariance of GMM components for checkpoint 2 

 

Component 

Number 

Time 

Mean 

Distance 

Mean 

Time Eigen 

Value 

Distance 

Eigen Value 

1 29.3878 28.8851 10.6799 66.1546 

2 29.1126 10.4923 7.8871 31.4381 

3 11.4075 29.5156 43.3763 40.5304 

4 13.0453 13.7467 40.6414 54.3935 

5 19.2030 45.5161 65.6773 5.4409 

 

As mentioned before, components with high ratio of 

time Eigen value to distance Eigen value, demonstrate the 

fixed location stops like bus-stops. Component 5 is such 

location distance at 45 meters from check point. The same 

criteria apply to peak time traffic congestions. Components 

1 and 2 are of that feature. We observe very close time 

mean and high ratio of distance Eigen value over time 

Eigen value. It clearly shows the rush hour at time slot 29 

which translates to around 18:00. It is noted that compo-

nents 1 and 2 could be combined to represent a single traf-

fic congestion component.  

    The results for components 3 and 4 are less definitive, 

however the component 4 is great representation of right 

turn cross which also gets lightly congested in morning and 

noon time. The component 3 also coincides with an un-

signed bus stop location at which sometimes bus stops. Af-

ter all, it is simply a more preferable choice to combine the 

components with the close means on either of axis for 

online detection. As traffic congestions could be appearing 

anytime anywhere, while there has to be less likely chance 

of labeling long stops at the same location as components 

with high time Eigen value. There are the same results for 

checkpoint 1 as shown in Fig. 8 where the component 4 has 

a relatively small distance Eigen value, i.e. 6, and time 

Eigen value of 60 identified as bus-stop with average dis-

tance of around five (5). Two heavy congestion clusters 1, 

and 2 are clearly identified at time around 29 or 18:00 

which agrees with checkpoint 2 pointed above. Spherical 

shape of two is caused by overlapping the bus-stop loca-

tion.  

b. Traffic Congestion Prediction 

There are 4351 vectors of 6 dimensions available for this 

experiment. 653 of the samples are held-out for testing. 

Training is performed on 2828 samples and model trained 

model is validated at each epoch on 870 data points. 

Trained network was able to achieve best accuracy of 

92.6% and lowest of 87% in held-out test. In comparison, 

De Fabritiis in [16] was able to obtain results in range of 2-

8% for 15-min prediction and 3-16% for 30-min forecast. 

Projection windows in this work are varying from 20-mins 

to 40-mins depending on availability of the shuttle bus on 

corresponding links. Therefore, the obtained results are rel-

atively acceptable. Fig. 9 illustrated the prediction results 

averaged over days. In comparison with average links 

speeds shown in Fig. 10, prediction contours show a great 

similarity with links speeds contours in time axis during 

rush hours. However, there is not much Class-1 congestion 

state predicted for link 3 in contrast with its very low 

speeds. This demonstrated the classifier’s success in distin-

guishing the low speed from congestion. 

 

 
Fig. 8. GMM produced by EM algorithm with 5 components at check-

point 1 
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Fig. 9. Fitted surface plot of predicted congestion classes against time 

and link averaged over days 

 

 

Fig. 10. Contour plot of links' speed against time, averaged over days 

 

In addition, in the extended test, the classifier achieved 

an accuracy of 77.3% predicting the congestion state of 

road links in the next semester. For this test dataset, we ob-

served that 3,002 data points and 680 data points were mis-

classified. The classifier failed to detect any Class-1 con-

gestion along high error in Class-2 predictions. Interest-

ingly, all Class-1 targets predicted to be Class-2 and errors 

in Class-2 predicted to be Class-3. This outcome may pro-

vide the explanation on the source of failure. Average 

speeds in the training semester where lower than extended 

test’s data from second semester. This verifies the effect of 

historical average speed input in the classification. This is 

a drawback for this method as classifier should be retrained 

in events of pronounced changes in calendar activities. Alt-

hough, comparing obtained results with case of classifier 

with no historical input provided, there is about 20-30% 

advantage. Experiment showed that the accuracy of classi-

fier significantly reduces to approximately 50-60% by re-

moving the historical links speeds features and labeling 

classes using speed ranges.  

VI. Conclusion 

In summary, this study offered a new approach towards 

identification of traffic congestion using Expectation Max-

imization (EM) algorithm and Gaussian Mixture Models 

(GMM). Given appropriate sampling periods, the proposed 

method is able to efficiently and reliably identify the con-

gestions from regular delays in motion of special purpose 

sensor carrying vehicles. Moreover, this method could be 

extended for identifying bus-stops with more frequent pas-

senger and their peak usage time window. However, there 

are also downsides to this method such as sampling rate 

margins and uneven sampling rates. This method needs at 

least a minimum limit for period of sampling for reliable 

detection. In addition, road link lengths are also should be 

considered considerably larger than components geometry 

in the mixture model. Otherwise, it is difficult to identify 

the congestion components. 

 Regarding the congestion forecast, this work exploited 

the congestion patterns and their dependencies on the re-

cent speed profile. This profile expressed to the classifier 

in terms of average and standard deviation of short-term or 

long-term speed data. Focusing on the results, proposed 

method achieved results comparable to parallel existing 

methods using a smaller dataset. Yet, there exist few dis-

advantages to this method. Significant changes in calendar, 

greatly affects the prediction results. As it observed in ex-

tended testing, change in semester resulted in 15% drop in 

accuracy. So, the classifier needed to be retrained. An al-

ternative method is providing calendar information to the 

classifier. However, a more complex solution is employing 

long-short term memory network for prediction. 
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