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Abstract—Thai text-to-speech synthesis (TTS) has been researched and developed for decades . Several systems have 

been launched commercially or publicly while the  global TTS technology is still going on with novel algorithms such 

as deep neural network (DNN). As the Thai language has its special characteristics that make difficulties in computer 

processing, research work have been focused much on Thai text analysis for TTS pre -processing. Automatic word 

segmentation, phrase boundary detection, as well as F0 prediction in the Thai tonal language are some of such issues 

challenging the development of Thai TTS. This article conclusively provides a review of research related to Thai TTS 

focusing on the last decade (2007-2016). Although there have been consecutive research work on this area, there are 

still unsolved and challenging problems needed further research. Discussion on the existing issues requiring extensive 

future work is finally given. 

Index Terms— Thai text-to-speech synthesis, Thai text processing 

 

I. Introduction 

ext-to-speech synthesis (TTS) has played an im-

portant role in today digital communication. While 

TTS of many world major languages has been made avail-

able both publicly and commercially, the technology be-

hind has still been researched and improved. Break-

throughs of synthesis algorithm have been since 1930s 

from the basic Voder [1] to the unit concatenation method. 

In the corpus-based technique, units to be concatenated 

have been flexibly selected from a large corpus, resulting 

in a clearly more natural synthesized speech. In 2000, the 

statistical hidden Markov model (HMM) has been intro-

duced with its advantage in highly smoothed sound pro-

duced by the parameters re-generated from the HMM [2]. 

With the success of deep neural network (DNN) for acous-

tic modeling in automatic speech recognition, the DNN has 

also been explored to replace the HMM in TTS [3]. Besides 

the improvement of acoustic modeling, prosody modeling 

and prediction is also widely explored with a major pur-

pose to make the synthesized speech more communicative, 

i.e. as natural as human conversation. Several basic pro-

sodic parameters such as fundamental frequency (F0) and 

unit duration, as well as complex parameters such as into-

nation and stress, have been taken into account in this as-

pect [4]. Last but not least, the development of TTS for new 

languages especially those with resource sparsity and the 

development of multi-lingual TTS have been recently re-

ported [5]. 
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Thai TTS has been researched since the late 90s driven 

by the need of accessibility options for people with visual 

disability. Fig.1 illustrates the evolution of Thai TTS re-

search and development. In brief, Thai TTS started from a 

unit-concatenation based system in around 1999. The use 

of a large speech corpus for unit-selection based approach 

was around 2003, and the statistical HMM based approach 

in 2010. The Thai language has its special characteristics 

that introduce the difficulties in developing TTS. There is 

no explicit word nor sentence boundary marker, and seg-

menting to such units is not trivial. Thai is a tonal language 

with 4 explicit tone marks but 5 tonal sounds. Tonal coar-

ticulation happens in common while tonal mispronouncing 

is very sensitive to native listeners. By these examples of 

complexity, there have been a number of research work try-

ing to solve such issues during the past decade.  

 

 
Fig.1 Research and development history of Thai TTS 

 

Research and development related to Thai TTS have 

been reviewed once in 2007 by Wutiwiwatchai and Furui 

[6]. This article, following the previous review article, will 

extend the review by grouping especially the past decade 

research work into 5 categories: 1) language resources; 2) 

text processing including word segmentation, part-of-

speech (POS) tagging, and grapheme-to-phoneme conver-

sion (G2P); 3) prosody prediction including phrase break-

ing, duration prediction, and F0 prediction; 4) speech syn-
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thesis; and 5) other TTS related issues. The paper organi-

zation starts by a brief introduction to the Thai language, 

an overall diagram of Thai TTS, and an explanation of the 

development difficulties. Then, research work in the 5 cat-

egories will be deeply reviewed. Discussion on unsolved 

and challenging future topics are given at last. 

II. Characteristics of the Thai Language 

a. Writing System 

Detailed information on the Thai writing system can be 

found in several books [7, 8]. Thai is a tonal language, like 

Chinese, and is represented in text form with the Thai al-

phabet.  This native alphabet comprises 44 consonants, 15 

basic vowels, and 4 additional tone markers.  Text is writ-

ten from left to right, with no intervening spaces, to form 

syllables, words, and sentences. Vowels are written above, 

below, before, or after the consonant they modify, however 

the consonant is always pronounced first when the syllable 

is spoken. The vowel characters (and a limited number of 

consonants) can be combined in various ways to produce 

numerous compound vowels such as diphthongs. 

The grammar of the Thai language is considerably sim-

pler than the grammar of most Western languages, and for 

many foreigners learning Thai, this compensates for the ad-

ditional difficulty of learning tones. It is a “Subject + Verb 

+ Object” language with no definite or indefinite article, no 

verb conjugation, no noun declension, and no object pro-

nouns. Most significantly, words are not modified or con-

jugated for tense, number, gender, or subject-verb agree-

ment. Articles such as English “a”, “an”, or “the” are not 

used. Tenses, levels of politeness, and verb-to-noun con-

version are accomplished by the simple addition of various 

modifying words (called “particles”) to the basic subject-

verb-object format. One of the major problems for Thai 

language processing is a lack of word boundaries and ex-

plicit sentence markers. White space can be used as sen-

tence, phrase, and word boundaries without strict rules. An 

analogous example in English is the word 

“GODISNOWHERE”, which can be perceived as “GOD 

IS NO WHERE”, “GOD IS NOWHERE”, or “GOD IS 

NOW HERE” depending on the context. 

b. Sound System 

A general description of Thai sound system can be found 

in [9]. Luksaneeyanawin [10] has also published a compre-

hensive description of the Thai sound system, which is 

briefly reviewed in this subsection. Thai sound is often de-

scribed in a syllable unit in the form of /Ci-V-Cf
T/ or /Ci-

VT/, where Ci, V, Cf, and T denote an initial consonant, a 

vowel, a final consonant, and a tonal level, respectively. 

The Ci can be either a single or a clustered consonant, 

whereas the V can be either a single vowel or a diphthong. 

Table 1 illustrates all Thai consonants, vowels, and tones. 

As seen in Table 1, some of the phonemes 

// can combine with each of the pho-

nemes // to form a clustered consonant. Diphthongs 

are double-vowels beginning with one of the vowels 

// followed by //. Five tones in Thai can be 

divided into 2 groups: the static group consists of 3 tones, 

the high //, the middle //, and the low //; the dynamic 

group consists of 2 tones, the rising // and the falling //. 
Figure 1 shows a graph comparing the F0 contours for the 

5 tones that appear in Thai.  Recently, some loan-words 

which do not conform to the rules of native Thai phonol-

ogy, such as the initial consonants // and the 

final consonants // have begun to appear. 

 

Table 1. Thai phonemes in IPA. 

 

Initial con-

sonant, Ci 

Single con-

sonant 




Consonant 

cluster 


 

Vowel, V 

Short 

vowel 




Long 

vowel 


 

Final con-

sonant, Cf 
 

Tone, T 

III. Overview of Thai TTS and Its Challenge 

 
Fig.2 An architecture of Thai TTS 

 

Fig. 2 illustrates a common architecture of Thai TTS [6]. 

In a general text processing module, text input is tokenized 

to several types of text chunk such as Thai text, English 

text, digits, and symbols. Each chunk will be processed 

with regarding its context in some cases such as the digits. 

Thai text will furthered segmented into words. Then each 

word will be tagged by its POS and, at the G2P step, will 

be converted to its pronunciation in the form of phone se-

quence. Word, POS, and phone sequences from the text 

processing module are used by the prosody prediction 

module for phrase breaking, phone duration prediction, and 

F0 and intonation prediction. At last, the phone sequence 

and predicted prosody parameters are the input of the 

speech synthesis module for constructing a desired sound. 

It is noted that not all the sub-modules described above are 

necessary for building Thai TTS, and there are certainly 

more sub-modules not described which will help enhanc-
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ing the synthesis performance. Based on this common ar-

chitecture, several Thai specific problems have been ob-

served but not limited to as follows. 

 There is no explicit word boundary as the example 

given in the previous section, and the often use of com-

pound word makes the word unit hard to clearly define. 

Combining with a lot of loan words from Pali, Sanskrit, 

and transliterated words from foreign languages, Thai 

word segmentation becomes highly ambiguous. 

 There is even no explicit sentence boundary. Compli-

cated writing comes from the use of conjunctions while 

subject is often omitted and serial verbs are often used. 

Defining a sentence becomes extremely difficult. Pro-

cessing text on a basis of sentence could hence be error 

prone. 

 Although Thai writing is a spelling system, the use of 

44 consonantal alphabets, 15 vowel forms, and 4 tonal 

markers, especially for loan and transliterated foreign 

words, makes Thai G2P not a straightforward job. 

There are also words with pronunciations exceptionally 

not complied with common rules. Correct word seg-

mentation is needed for accurate G2P. 

 As similar to other languages, phrase and sentence in-

tonation is of crucial for natural sound. The absolute 

phrase or sentence intonation in Thai is even more com-

plicated by the combination of F0 driven by the phrase 

or sentence itself, and those restricted by syllabic tones. 

Furthermore, these syllabic tones are highly co-articu-

lated regarding their syllable and word context. F0 

modeling and prediction becomes one of important 

tasks for Thai. 

IV. Language Resources 

In today data-driven approaches, language resources are 

necessary as a basis for analysis and modeling. Table 2 

summarizes the Thai language resources useful for TTS re-

lated work. In addition to the fundamental resources used 

to develop Thai TTS since a decade ago like the ORCHID 

text corpus [11] and the TSynC-1 speech corpus, the cur-

rent advance has come from several modern Thai resources 

including a large word-boundary and POS tagged corpus 

called BEST [12], a large pronunciation lexicon called 

LEXiTRON-Pro [13], and a re-designed speech corpus for 

speech synthesis evaluation in particular [14]. The LEXi-

TRON-Pro has its special tag called pseudo-morpheme 

(PM), in which its detail will be given in the next section. 

In addition to speech corpora and lexicon, in 2015, Han-

sakunbuntheung et al. [15] has proposed a framework for 

creating a text corpus specifically for Thai G2P evaluation. 

 

Table 2. Thai TTS language resources. 

 

Resource Detail 

ORCHID 
Word boundary and POS tagged 

text corpus of 568,316 words 

TSynC-1 
Prosody tagged speech corpus of 

13-hour, 1-female speaker 

TSynC-2 
10.5-hour speech corpus reduced 

from TSynC-1 

BEST 
Word boundary tagged text cor-

pus of 5 million words 

LEXiTRON-Pro 
Pronunciation and syllable tagged 

dictionary of 140,000 words 

V. Text Processing 

Published research and development regarding Thai text 

processing useful for TTS can be grouped to two general 

topics: word segmentation and POS tagging, and G2P. 

a. Text Segmentation and POS Tagging 

Word segmentation is a classical task in Thai text pro-

cessing. Wutiwiwatchai and Furui [6] has summarized the 

work in this topic until around 2005. During 2009 to 2012, 

Thai word segmentation has been extensively improved 

under the BEST [12] series contest using the large anno-

tated text corpus. In these contests, various statistical ap-

proaches have been conducted and trained by the 5 million 

words BEST corpus. A state-of-the-art performance was 

over 97% word segmentation accuracy by a hybrid word 

and character-cluster model and discriminative online 

learning, proposed by Kruengkrai et al. [16]. Conditional 

Random Fields (CRF) have also given high accuracies in 

this task [17]. 

Thai word segmentation could be partly disambiguated 

by using word POS. Therefore, some have investigated in 

word segmentation and POS tagging in a single learning 

machine. SWATH [18] is one in the past. Recently, Boonk-

wan et al. [19] has investigated on a unified model for word 

segmentation and POS tagging using Deep Neural Net-

work (DNN). 

Although there have been some work on sentence 

breaking in order to discover Thai sentences [20, 21]. As 

the sentence unit is hardly defined in the current complex 

Thai writing, there have been only small size data for train-

ing and evaluation. Errors of sentence breaking mostly 

come from the unclear definition of sentences itself. Hence 

there have been, if not none, only few extensions of sen-

tence breaking in Thai language processing applications. 

The work by Tangsirirat et al. [22] was among ones that 

tried to tackle this problem especially for social media text. 

They introduced a combined rule-based and statistical ap-

proach and obtained a 93% sentence breaking correctness.  

There have also been work on syllabification and sylla-

ble-like unit segmentation. Although Thai spelling is a /Ci-

V-Cf
T/ system, vowel characters could be located around 

the initial consonant characters and even across syllables. 

Some consecutive textual syllables are then not possible to 

segment. Aroonmanakun [23] has proposed a nice syllable-

like unit which combines these un-segmented syllables as 

a single unit. This unit has been called Pseudo-morpheme 

(PM) by Jongtaveesataporn et al. [24] and used for Thai 

speech recognition lexical unit modeling. Syllabification 

based on this unit achieved over 99% segmentation accu-

racy by using syllable-pattern parsing and a syllable 3-

gram model on about 19,000 word test set in Aroon-

manakun [23]. In 2015, Kongyoung and Rugchatjaroen 

[25] has produced about 98% PM segmentation accuracy 
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by using Conditional Random Fields (CRF) on about 

21,000 word test set without any syllable parsing needed. 
In 2011, there has been another attempt for Thai syllabifi-

cation by Jucksriporn and Sornil [26]. They extended the 

idea of Thai character cluster (TCC) [27] to a Thai mini-

mum cluster (TMC) and used it as a basis for segmentation. 

With this unit, they achieved around 97% segmentation ac-

curacy. 

Many research work have utilized word part-of-speech 

(POS) for disambiguating word segmentation. These sys-

tems hence produce word sequences with word POS sim-

ultaneously. SWATH [18], since 1997, has employed POS 

n-gram modeling and achieved 92% word segmentation 

accuracy. Besides POS analysis, Thai has been considered 

better structuring by Categorial Grammar (CG). Supnithi 

et al. [28] conducted CG analysis for Thai and the CG 

model has been integrated in Thai phrase break analysis for 

TTS [29].  

b. Grapheme-to-phoneme Conversion 

According to Thai G2P difficulties described in Section III, 

there have been consecutive research work on this topic. In 

2006, Thangthai et al. [30] investigated on a syllable n-

gram model for scoring possible syllable segmentation 

paths and selecting the best path as a result. Syllabification 

was performed in prior by using Context Free Grammar 

(CFG). With their model, new syllable patterns could be 

automatically induced from large raw text by using the 

CFG rules and new patterns with high probabilities were 

stored. Although they have achieved a considerably high 

G2P performance, there have still been unsolved issues 

needed further improvement. Issues such as hidden sylla-

bles described in Section III, tone and vowel length distor-

tion, have been deeply analyzed and alleviated in Rugchat-

jaroen et al. [31]. In this work, two-stage CRFs were used 

for syllabification and syllable type prediction, and for 

phoneme prediction. The proposed model reduced the G2P 

errors from a 24.8% word error rate by their baseline sys-

tem [30] to a 13.7% word error rate. The problem such as 

hidden syllable caused mainly by Pali-Sanskrit loan words 

has been drastically solved, but the problem such as tone 

distortion, i.e. tone sounds not complied with their tone 

marks, still open for research. 

Modern Thai writing often mixes with English words, 

which make G2P more complex in terms of both text anal-

ysis and speech synthesis. Aroonmanakun [32] has system-

atically stated the problem and proposed a rule-based ap-

proach derived from a training corpus. With ignoring tone, 

36.4% of test words were evaluated as good conversion, 

18.9% for fair, and the rest for poor.  In 2007, Thangthai et 

al. investigated on a Classification and Regression Tree 

(CART) based model for English words to Thai phonemes 

conversion. A novelty came from the use of English pho-

nemes obtained from English pronunciation dictionary to 

help G2P conversion. However, only 53.3% syllable accu-

racy was obtained. In 2013, Pitakpawatkul et al. [33] pro-

posed using an online discriminative training for phone 

prediction in combination of CART-based tone prediction. 

They achieved up to a 76% syllable accuracy. It is clear 

that transcribing English words by using Thai phonemes is 

still unsolved as correct pronunciations are not clearly reg-

ulated. An officially pronunciation defined, large diction-

ary is needed for extensive improvement of this necessary 

task. 

VI. Prosody Prediction 

a. F0 Prediction 

In the unit-concatenation based speech synthesis, predicted 

F0 has been used as one parameter for unit selection, 

whereas the predicted F0 has been directly used to con-

strain the speech generation in the HMM-based approach. 

As Thai is a tonal language, F0 modeling and prediction 

has particularly been interested by many researchers. 

Thangthai et al. [34, 35] tried to model F0 of Thai syllables 

by using the Tilt model. They found that the Tilt model 

could represent F0 shapes of Thai tonal syllables with some 

modifications. Two years later, Prom-on [36] proposed a 

pitch target representation for Thai tones. In 2012, Chun-

wijitra et al. [37] has proposed F0 modeling in Thai tones 

using quantized F0 and phone or sub-phone units. Incon-

sistency of F0 labeling over tonal units could then be over-

come and then modeling became more precise. 

In addition to the main research stream, F0 modeling in 

Thai has also been explored for different aspects. Chompan 

[38] has worked on F0 modeling for Thai dialects using the 

classical Fujisaki model. Boonpiam et al. [39] conducted a 

cross-lingual F0 modeling. With a relatively closed lan-

guages in term of syllabic tones, they proposed to use a 

Mandarin Chinese corpus as a resource for Thai F0 model-

ing constrained on syllable units.  

b. Duration Prediction 

Hansakunbuntheung et al. [40] are among research groups 

conducting continuous work on duration modeling for Thai 

TTS. The proposed algorithm was based on linear regres-

sion of syllable unit duration with respect to several factors 

such as phone context. As proposed partly in Rugchat-

jaroen et al. [41], a similar linear regression based duration 

modeling has been integrated in a complete Thai TTS sys-

tem. In 2008, Saychum et al. [42] proposed a method to 

improve the duration prediction for unit-concatenation 

based TTS. In this work, only important phones defined 

heuristically were given more weights than those for the 

other phones in unit selection criteria. This could make 

synthesized speech more intelligible.  

c. Phrase Breaking 

Since Thai has no explicit sentence boundary marker, 

phrase breaking has become an important module for nat-

ural speech synthesis as well as for fast response text-to-

speech production. Similar to word segmentation, phrase 

breaking has been investigated for Thai for long. The TTS 

system by Rugchatjaroen et al. [41] has included their 

phrase breaking module based on CART. Their work had 

actually followed the same algorithm proposed by Han-

sakunbuntheung et al. since 2005 [43]. As mentioned in 
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Section V(a), Categorial Grammar (CG) has been intro-

duced to be one of suitable Thai grammar models. There-

fore in 2011, Saychum et al. [29] investigated on phrase 

breaking using the CG grammar tags in place of the simple 

POS. They found that using automatic CG tagging could 

produce a better phrase breaking performance than that us-

ing automatic POS tagging. This might due to the fact that 

POS tags used in their task were not yet well defined and 

hence POS tagging has become ambiguous.   

VII. Speech Synthesis 

There have been not many publications tackling the speech 

synthesis part for Thai in particular. It is known that one of 

the problems found in unit-concatenation based TTS is the 

smoothness of connected points. Nuratch et al. [44] has 

faced this problem and tried to solve by detecting synthe-

sized signal discontinuity. The problematic signal portion 

is removed and replaced by new PARCOR interpolated 

signals. Some other publications aim to report the overall 

development of Thai TTS with improvement at some mi-

nor issues. Chula TTS [45] has introduced a framework for 

integrating several TTS submodules to work together with 

easily configurable.  

Another interesting issue of TTS of modern Thai writ-

ing which often contains English words. Thai-accent Eng-

lish is required to make the whole sound natural. Rugchat-

jaroen et al. [46] tackled this problem by constructing two 

separated monolingual HMMs for English and Thai using 

two speech corpora. Then the English HMM was adapted 

by the Thai HMM to make English phones more Thai ac-

cent, and the two different voice talents became closer to 

each other. Wutiwiwatchai et al. [47] suggested that Thai-

accent English could be varied by the fluent of English of 

the speaker. This work thus conducted an interpolation of 

Thai and English HMM-based acoustic models. The inter-

polation weight was then a variable controlling the degree 

of English accent. This makes the TTS system available for 

users to adjust the accent level of English words as they 

like.  

VIII. Run-time Processing and Applications 

In addition to the main research topics for building Thai 

TTS, there have been work related to TTS run-time pro-

cessing and applications. Since 2008, there have been at-

tempts to port Thai TTS onto mobile devices which are re-

source limited but real-time required. Chinathimat-

mongkhon [48] developed Thai TTS to run on Palm OS 

mobile devices. With this low-resource device, rule-based 

text processing and HMM-based synthesizer were mini-

mized and deployed. Wongpatikaseree et al. [49, 50] pro-

posed an implementation scheme for unit concatenation 

based system on Windows phone devices. Their contribu-

tions were the optimization of text processing and the de-

sign of speech corpus suitable for different kind of unit in 

concatenation. Saychum et al. [51] has first integrated bi-

lingual Thai-English TTS into a single system successfully 

running on Android devices. In a year later, Saychum et al. 

[52] introduced a novel method to make TTS on mobile 

devices respond faster. They proposed a fast-track way that 

skipped high computation modules such as POS tagging. 

Nearly first text chunks were fed to this fast track and the 

following chunks were processed as usual. Synthesized 

sounds from the fast track and the full-operation track were 

connected smoothly within multithread processing, so that 

the whole speech could be produced seamlessly.  

TTS is an important component in the area of infor-

mation accessibility especially for people with visual disa-

bility. In this aspect, Suchato et al. [53] has investigated on 

integrating Thai TTS into a voice-interacted web browser. 

Another interesting application was reported by 

Khorinphan et al. [54]. They implemented a formant syn-

thesis based system for home robots and tried to synthesize 

appropriate emotional tones. This seems to be nearly the 

first speech synthesis work beginning to generate Thai 

emotional speech. 

IX. Future Challenge 

In the global aspect, the TTS technology is still under re-

searched and improved. Based on parametric speech mod-

eling, synthesized speech still suffers from sound buzzy 

caused by vocoding. Researchers in the area of statistical 

HMM as well as DNN acoustic modeling are on finding 

better algorithms to generate more intelligible sounds [??]. 

For Thai TTS in particular, there are still not many availa-

ble speech and text corpora. Existing resources contain 

some compulsory tags such as word boundaries in the text 

corpus, phone transcriptions and automatically generated 

prosodic features in the speech corpus. In order to enhance 

the performance of TTS, deeper and broader tags are re-

quired. These include, for example, POS, phrase and sen-

tence boundaries in the text corpus, and tone realization 

and stress markers in the speech corpus. Moreover, Thai is 

lack of standard, well-designed speech and text corpora 

specifically for TTS evaluation.  

Modern Thai writing is more complicated for computa-

tion. Social media text have special characteristics requir-

ing complex text normalization. Moknarong et al. [55] was 

one that tackled the problem of romanized Thai words of-

ten occurred in social media text. With a combination of 

decision tree and n-gram methods, over 89% of romanized 

Thai words were detected. Further research is required af-

ter the detection of romanized Thai words in order to 

properly synthesize speech in this bilingual environment. 

Last but not least, today TTS has been requested to pro-

duce much more communicative sounds i.e. sounds con-

taining speakers’ emotion, expressive, and non-verbal in-

formation. This issue has raised much more difficulty in 

text analysis as well as prosody prediction. For the text 

analysis, long context may have to be taken into account 

when we would like to identify the speaker intention, 

whereas for the prosody prediction, it is hard to produce 

suitable prosodic parameters from pure text. Research 

work related to emotional or communicative speech analy-

sis such as Chompan [56] is the first step toward such pre-

dictive engines. 
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X. Conclusion 

Text-to-speech synthesis (TTS) has played an important 

role in today digital age, where multimedia over the Inter-

net and smart phone becomes compulsory. Even with the 

long history of TTS research from all around the world as 

well as in Thailand, the technology itself has still opened 

for new algorithms to improve the sound quality and natu-

ralness. Thai TTS has been researched, developed and im-

proved along the invention of new algorithms; from unit 

concatenation to corpus-based unit selection, and to statis-

tical HMM. This paper has intensively reviewed major re-

search contributions to Thai TTS since around 2007. The 

main contribution went to the text analysis part which is 

much more language specific. During the last decade, Thai 

word segmentation as well as G2P has been obviously im-

proved, where there have been a number of work investi-

gating on tone and intonation modeling. Toward commu-

nicative TTS where speech emotion and expressiveness 

have to be involved in the synthesized sound, Thai TTS 

still need some fundamental text analysis tool such as 

phrase and sentence breaking, and stress modeling. For 

Thai, these issues would be focused in the near future. 
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