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Transfer Learning Based Myanmar Sign Language
Recognition for Myanmar Consonants

Ni Htwe Aung1, Ye Kyaw Thu2, Su Su Maung3, Swe Zin Moe4, Hlaing Myat Nwe5

Abstract— In this paper, a study on the different Transfer Learning models is made for the purpose
of recognizing Myanmar Fingerspelling (Myanmar Sign Language) alphabets. This experiment shows
that Transfer Learning can play a significant role for sign language recognition system and is capable of
recognizing the static hand gesture images that represent the Myanmar consonants from က (ka) to အ (a).
The main objective of this paper is to investigate the performance of various Transfer Learning models
for Myanmar Fingerspelling recognition. We proposed 12 Transfer Learning models using TensorFlow
library and the accuracy for each model is compared. Among these 12 models, VGG16, ResNet50
and MobileNet with epoch 50 yielded the highest accuracy score with 94%. Although there are some
limitations in the datasets, each model provides the encouraging results and thus, it can believe that
the fully generalizable recognition system based on Transfer Learning can be produced for all Myanmar
Sign Language Fingerspelling characters by doing further research with more data.

Index Terms—Myanmar Sign Language, Myanmar Fingerspelling, Transfer Learning, Myanmar
consonants.

I. Introduction

IN recent years, some researchers have been paying
attention to the research area of Sign Language (SL)

recognition. It is important for many research fields as
computer vision (CV), natural language processing (NLP),
human computer interaction (HCI), image processing and
computational linguistics. SL recognition system still re-
mains as a challenging task because sign language is a
visual language which contains the motion of the body,
head, eyes, hands and facial expressions. SLs can differ
from region to region and continent to continent based on
the culture and environments of these particular regions.
Therefore, it cannot be clearly said that how many SLs
are used in the world. In Myanmar, there are 673,126
hearing-impaired persons according to the 2014 Myanmar
national census [1]. Myanmar Sign Language (MSL) is
mainly used by the Myanmar Deaf people to communicate
with each other and other hearing people. MSLs used
in southern Myanmar and northern Myanmar are also
different. Moreover, there are very little research work in
MSL recognition system. The proposed system would be
the first transfer learning based MSL recognition system
for Myanmar Fingerspelling consonants ‘က’ (ka) to ‘အ’
(a). This paper evaluated and investigated the accuracies
of 12 different transfer learning models by using MSL
images of Myanmar consonants that are currently using in
southern part of Myanmar (mainly, teaching at the Mary
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Chapman School for the Deaf, Yangon). We recorded the
MSL videos of Myanmar consonants ‘က’ (ka) to ‘အ’
(a) demonstrated by the deaf signers of Mary Chapman
School for the Deaf, Yangon. These videos were converted
into the corresponding image frames and these images
were trained and classified by using 12 different transfer
learning models. The results of epoch 20 and epoch 50
using these transfer learning models are compared and
discussed in the Section VI.

II. Sign Language

Sign Language (SL) is a language that is mostly used
as a form of non-verbal communication method by the
hearing-impaired persons to communicate with their en-
vironment. SL is also a vision-based communication tool
because it is only based on the power of vision. SL uses
the action which contains the movements of body, hands,
arms, lips, head and facial expressions instead of using
sounds. Moreover, SL is not a universal language because
different sign languages are used in different countries.
Sign Language can differ from region to region, countries
to countries and continents to continents. Moreover, each
Sign Language has its own grammar structure and it
is very different from the grammar structures of spoken
languages.

Sign Language can be used for three different forms [2].
The first one is fingerspelling which is the sign used to
describe each of the alphabet and number. It contains
only hand movement and is mainly used to spell out
the names of people, city, places, organizations, and for
others which have no signs for these. The second one is
word level sign which has the associated sign for each
word of the vocabulary and it is used in combination with
hand and facial expression. The third and essential one is
non-manual sign which involves facial expressions, tongue,
mouth, eyebrows, eyes, chin and body movement.
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III. Myanmar Sign Language (MSL)
A. MSL Overview
Myanmar Sign Language (MSL) is the essential com-

munication tool for the Myanmar deaf people. Same
as other sign languages, MSL has different grammatical
structure from Myanmar Language. As shown in Fig. 1,
MSL is also implemented with manual and non-manual
components like other SLs such as American Sign Lan-
guage, British Sign Language, etc. The manual compo-
nents which contain only hand shapes, hand position and
hand movements, are mainly used to describe each letter
of Myanmar and English alphabets, numbers and symbols.
These manual signs (which is also called “Fingerspelling”)
are specially used in teaching the alphabets for the deaf
children in primary education. To show feelings and mean-
ings, non-manual components are used with facial expres-
sions, movement of head, tension, eyebrows, eyelid, tongue,
mouth and body [3]. As discussed in Section I, there are
mainly two different sign languages in Myanmar: one is
used in Northern part of Myanmar and the other one is
used in Southern part of Myanmar. There are four deaf
schools for the children in Myanmar [4]:

• Mary Chapman School for the Deaf, Yangon (est.
1904),

• School for the Deaf Children, Tamwe, Yangon (est.
2014),

• School for Deaf Children, Mandalay (est. 1964) and
• Immanuel School for the Deaf, Kalay (est. 2005).

Fig. 1: Structure of Myanmar Sign Language

B. Myanmar Fingerspelling
Myanmar deaf people use Myanmar fingerspelling which

is the basic part of Myanmar Sign Language to represent
Myanmar consonants, vowels and numbers and to spell out
names of people, cities, places, organizations, and other
words for which no sign exists in Myanmar sign language.
It is also used in combination with existing signs to empha-
sis the concept or meaning. Myanmar fingerspelling char-
acters contain static sign which represents a single image
and dynamic sign which represents a sequence of multiple
images. Only in 33 Myanmar consonants, there are 31
static signs and 2 dynamic signs. An example of static and
dynamic Myanmar fingerspelling consonants is shown in
Fig. 2 using Myanmar fingerspelling keyboard developed
by Ye Kyaw Thu et al. [5] . Moreover, there are two dif-
ferent fingerspelling signs in Myanmar Sign Language; one

is used in Mary Chapman School for the Deaf (Yangon)
and another is used in School for the Deaf (Mandalay) and
School for the Deaf (Tamwe, Yangon). The main difference
is found in vowels, medial and symbol [6]. Only focuses on
33 Myanmar consonants fingerspelling characters, there
are 12 different signs among these schools. An example
of Myanmar consonants fingerspelling character difference
between these schools is shown in Fig. 3.

(a) Static Sign (b) Dynamic Sign

Fig. 2: An example of static and dynamic Myanmar
fingerspelling consonants

(a) Tamwe Sign for ယ (ya) (b) Mary Chapman Sign for
ယ (ya)

Fig. 3: An example of MSL fingerspelling character
difference between School for the Deaf (Tamwe) and

Mary Chapman School for the Deaf

IV. Related Work
About 20 years ago, Sign Language recognition system

was developed and its first publication had emerged in
the beginning of the 90s. Most of the SL recognition
approaches needed the use of expensive hardware devices
such as gloves, 3D camera or low noise and high resolution
images. The first Myanmar Fingerspelling Recognition
System, which contains 30 static and opened finger images
of Myanmar alphabets ‘က’ (ka) to ‘အ’ (a), was devel-
oped by Wah Wah et al. using Canny Edge detection and
Artificial Neural Network (ANN). This system obtained
the accuracy of 96% [7]. Thiri Min et al. also developed
a video based MSL recognition system for 30 static and
opened finger images of Myanmar alphabets ‘က’ (ka) to
‘အ’ (a) using Fast Hartley Transform (FHT) for feature
extraction and Multilayer Perceptron (MLP) for classifi-
cation and the system provided the classification accuracy
of 96% [8]. In our first previous Myanmar Fingerspelling
Recognition System, 31 static, opened and closed finger
images were used and provided the higher accuracy of 97%
using Random Forest Classifier [9]. The second previous
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approach of SL recognition for Myanmar Numbers used
‘၀’ (0) to ‘၁၀’ (10) images which represent the number
signs used in Mary Chapman School. This approach tested
and evaluated using the three different Support Vector
Machine (SVM) Classifiers and provided the highest ac-
curacy of 87% [10].

V. Transfer Learning
Transfer learning is also a machine learning approach

where the knowledge of the previous task can be used
on the new related task. Transfer learning is different
in building and training the model from traditional ma-
chine learning. Traditional machine learning is isolated
and cannot consider past learned knowledge in other
tasks and it can break down when there is no sufficient
labeled data for the task of training a reliable model.
In transfer learning, learning process can be faster, more
accurate and less training data are needed and exist
labeled data of some related task. Since 1995, transfer
learning gets more attraction by researchers in different
names such as learning learn, life-long learning, knowledge
transfer, inductive transfer, multi-task learning, knowledge
consolidation, context-sensitive learning, knowledge-based
inductive bias, meta learning, and incremental/cumulative
learning [11]. Among them, multi-task learning has closely
related learning technique to transfer learning [12]. How-
ever, the roles of the source and target tasks in transfer
learning are not symmetric as in multi-task learning [13]
[14] [15].

We make a brief discussion for the well-known transfer
learning models used in this experiment as follows:

1) VGG16: VGG is a deep convolutional network
for object recognition created by Visual Geometry
Group (VGG) which achieved the 1st runner-up
in ImageNet Large Scale Visual Recognition Chal-
lenge (ILSVRC) 2014 [16]. VGG16 is a convolutional
neural network which consists of 16 layers of deep
neural network proposed by Karen Simonyan and
Andrew Zisserman in 2015.Its architecture is simple
because it is not using very much hyper parameters.
It always uses the fixed size 224x224 RGB image as
input and the image is passed through the stack of
convolutional layers where 3x3 filters with stride of
1 in convolutional layer and uses the same padding
in pooling layers 2x2 with stride of 2 [17].

2) VGG19: This network is also characterized us-
ing 3x3 convolutional layer stack and uses two
fully-connected layers like VGG16. Unlike VGG16,
VGG19 neural network consists of 19 layers of deep
neural network. Although the size of VGG16 net-
work with fully connected nodes is 533MB, the size
of VGG19 network is 574MB. Moreover, VGG19 has
more weight than VGG16 [17].

3) ResNet50: Residual Neural Network (ResNet) was
the winner of ImageNet Large Scale Visual Recog-
nition Challenge (ILSVRC) 2015 proposed by He et
al. ResNet50 is also a convolutional neural network

which consists of 50 layers of deep neural network.
Even though it is much deeper than VGG16 and
VGG19 models, its size is smaller due to the global
average pooling rather than the fully-connected lay-
ers [18] [19].

4) InceptionV3: The Inception deep convolutional
micro-architecture was first introduced as
GoogLeNet by Szegedy et al. in 2014 and its
goal is to work as a multi-level feature extractor by
computing 1x1, 3x3 and 5x5 convolutions within
the same network [20]. The subsequence appearance
have been called Inception vN where N is the version
number. Therefore, Inception V3 is the third version
which includes the additional factorization ideas
developed by Szegedy et al. in 2015 [21]. The
weights for Inception V3 are smaller than both
VGG and ResNet models and the network is 48
layers deep.

5) InceptionResNetV2: Inception-ResNet combines one
Inception and Residual Networks and is able to give
the higher performance and higher accuracies at a
lower epoch. InceptionResNetV2 is a sub-version of
Inception ResNet and it is introduced by Szegedy et
al. in 2016 [22]. Its computational cost is similar to
the Inception-v4 model and network is 164 layers in
deep neural network.

6) Xception: Xception is an extension of Inception
modules that have been replaced with depthwise
separable convolutions. Xception has same param-
eter as Inception-v3 but it has the smallest weight
serialization with size of 91MB [23].

7) MobileNet: It is a lightweight deep convolutional
neural network that uses depthwise separable con-
volutions. Therefore, it can reduce the number of
parameters significantly compared with other nor-
mal convolutional networks. Although, it is a smaller
and faster network than the other, it needs very low
maintenance [24].

8) DenseNet: DenseNet (Dense Convolutional Net-
work), which connects each layer to every other
layer in the feed forward fashion, was introduced by
Cornell University, Tsinghua University and Face-
book AI Research (FAIR) and got the best pa-
per awards [25]. With dense connection, it achieves
fewer parameters and high accuracy than the other
models. Whereas traditional convolutional networks
with “L” layers have “L” connections - one between
each layer and its subsequent layer, DenseNet has
L(L + 1)/2 direct connections [26]. DenseNet ar-
chitecture is highly efficient in parameter use and
computation time [27].

9) NASNetMobile: NASNetMobile is generated based
on a reinforcement learning technique, which known
as AutoML (Automated Machine Learning) [28], and
specifically designed to perform well on the popu-
lar Imagenet dataset [29]. This model achieves the
satisfied results with smaller model size and lower
complexity.
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10) NASNetLarge: NASNetLarge is also a convolutional
neural network which has learned rich feature rep-
resentations for a wide range of images [29]. The
network is trained on more than one million images
from the ImageNet database. The input size of NAS-
NetLarge model is 331x331 where NASNetMobile
uses 224x224 input size.

VI. Classification Approach
A. Dataset and Preprocessing

Fig. 4: Static Myanmar Fingerspelling Consonants used
in Mary Chapman School for the Deaf Children, Yangon

Firstly, the proposed system recorded MSL videos for
Myanmar consonants demonstrated by 12 male and female
deaf signers who have age between 12 and 27 from Mary
Chapman School for the Deaf (Yangon) using Canon
200D camera with the resolution of 1,920x1,080. At this
stage, all videos were taken in various indoor environments
under normal lighting conditions using three different
background colors; light-yellow, white and blue and two
different color clothes, white and black, are used. All
videos have recorded by capturing the upper part of the
body of deaf signers and the recorded videos were con-
verted into multiple image frames. Then the areas of hand
region were segmented from these image frames manually.
The segmented hand-only region are resized into 224x224
images and then passed the transfer learning model for
training, validation and testing processes. The dataset of

this proposed system contains 23,915 images of 31 static
Myanmar fingerspelling consonants from ‘က’ (ka) to ‘အ’
(a) which are currently using in Mary Chapman School
for the Deaf Children, Yangon. Myanmar fingerspelling
images used in this proposed system are shown in Fig.4.

B. Training and Validation
In the training stage, we used 19,151 images of Myan-

mar fingerspelling consonants (80% of total data) as
the training dataset to train and fit the 12 different
transfer learning models which are very popular in ma-
chine learning: VGG16, VGG19, ResNet50, InceptionV3,
Xception, InceptionResNetV2, MobileNet, DenseNet121,
DenseNet169, DenseNet201, NASNetLarge and NASNet-
Mobile. For each model, the pretrained model was loaded
and trained a new classifier on top for Myanmar consonant
fingerspelling images and the architecture of the proposed
system is shown in Fig.5.

To evaluate and ensure the performance skill of the
transfer learning model, validation process is also used
in this experiment. In validation stage, 2,382 images that
are not contained in the training dataset are used as the
validation data. In our experiment, we train and validate
the transfer learning models using epoch 20 and epoch 50
and then compared the training and validation accuracy
for each epoch and for each model. Fig. 6, Fig. 7, Fig.
8, Fig. 9 and Fig. 10 displays the training and validation
accuracy graphically for some models (VGG16, ResNet50,
MobileNet, DenseNet121, NASNetMobile) used in this
experiment for epoch 20. Fig. 11, Fig. 12, Fig. 13, Fig.
14 and Fig. 15 also displays the training and validation
accuracy for epoch 50 of these models.

C. Recognition
In classification stage, 2,382 images that are not con-

tained in training and validation datasets, are used for
testing each model trained with epoch 20 and 50 and
compared the prediction results for each model. The accu-
racy comparison graph for each model using two different
epochs is shown in Fig.16. According to this figure, all
of the models except InceptionV3, Xception and NAS-
NetLarge have the higher accuracy. In this experiment,
we made prediction for each image in the test dataset
and calculate the percentage of true prediction of each
model on new data. The prediction accuracy for each
model of epoch 20 and epoch 50 is clearly shown in
Table I. The highest accuracies among these models are
highlighted in the table. According to this table, it can
be seen that the best accuracy score of 94% was achieved
in VGG16, ResNet50 and MobileNet models with epoch
50. DenseNet121 also achieved the higher accuracy of
92% on both epoch 20 and 50. VGG19, DenseNet169
and DenseNet201 also achieved the encouraging result
for both epoch 20 and epoch 50. It can be clearly seen
that the accuracy is improved significantly in ResNet50,
InceptionResNetV2 and NASNetMobile using epoch 50.
InceptionV3 and Xception models have the comparative
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Fig. 5: Architecture of the proposed system

results for both epoch 20 and epoch 50 but the accuracy
of NASNetLarge model remains unchanged for both epoch
20 and 50.

TABLE I: Accuracy (%) for each Transfer Learning Model
No. Model Epoch20 Epoch50

1 VGG16 81% 94%
2 VGG19 83% 89%
3 ResNet50 59% 94%
4 InceptionV3 37% 44%
5 Xception 50% 40%
6 InceptionResNetV2 57% 73%
7 MobileNet 90% 94%
8 DenseNet121 92% 92%
9 DenseNet169 84% 83%
10 DenseNet201 82% 85%
11 NASNetMobile 49% 67%
12 NASNetLarge 42% 30%

VII. Conclusion
Although there are some limitations in the datasets of

our experiment, we obtained the encouraging result with
very few preprocessing stages for different background
colors, different clothes color, different lighting condition
and different hand locations. Moreover, our system is
capable of classifying 31 Myanmar fingerspelling conso-
nants for both opened and closed fingers without the
need for any special expensive hardware devices such as
gloves, 3D cameras or sensors. In the near future, we
intended to develop a Myanmar Fingerspelling recognition
system for all Myanmar fingerspelling consonants, vowels
and symbols including both static and dynamic signs by
applying deep neural network.
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Fig. 8: Training and Validation Accuracy of epoch 20 for MobileNet

Fig. 9: Training and Validation Accuracy of epoch 20 for DenseNet121

Fig. 10: Training and Validation Accuracy of epoch 20 for NASNetMobile
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Fig. 11: Training and Validation Accuracy of epoch 50 for VGG16

Fig. 12: Training and Validation Accuracy of epoch 50 for ResNet50

Fig. 13: Training and Validation Accuracy of epoch 50 for MobileNet
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Fig. 14: Training and Validation Accuracy of epoch 50 for DenseNet121

Fig. 15: Training and Validation Accuracy of epoch 50 for NASNetMobile

Fig. 16: Classification accuracy of 12 Transfer Learning models (two trainings; 20-epoch training and 50-epoch
training)
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